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1. What is ICA

• Independent component analysis

• Developed around 1990 by Jutten & Heraut
in informatics

• Recover original signals from signals linearly 
mixed by an unknown matrix A

– blind source separation (BSS)

– x=Af or   x=Af+e (A: p×p, f: p×1)

– Estimate A, and recover f by A-1x

• ICA uses nonnormality and independence
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Eriksson and Koivunen (2003)

n permutatio and scale  toup le,identifiab is 

nonnormal andt independen are,,
othereach  of multiple are  of columns   twoNo

1,2

.,.,

1

1

1

1111

A

ff
A

mp

f

f

aa

aa

X

X
eiA

m

mpmp

m

p

⇒







 ≥≥

































=
















=

K

M

L

MLM

L

Mfx

The Japanese-German Joint Symposium on Classification 2005

5

Examples 
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2. Estimation of ICA
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Independence and maximal 
nonnormality are equivalent!

• Let f1 and f2 be independent and nonnormal

• f1 or f2 is more nonnormal than af1+bf2
• Most nonnormal choice of af1+bf2 will be 

f1 or f2
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Independence and maximal 
nonnormality are equivalent!
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Estimation: Basic idea

• x=Af, where A is unknown and V(f)=Ip
• Make sphering, so that V(x)=Ip

– Then, A becomes orthogonal

– Note: ICA is an orthogonal factor rotation

• Maximize nonnormality
– MAX (or MIN) cumulants of w1

Tx with ||w1||=1

– w1
Tx will identify one of f1,…, fp

– w2 is obtained in the same way, with w2⊥w1

• Then

^
^^^

TWA ˆˆ =
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de facto standard in estimation

• FastICA

– Hyvarinen (1999). IEEE Trans.  Neural Networks

– Hyvarinen & Oja (1997). Neural Computation

– More than 5000 users

• JADE (Joint Approximate Diagonalization of Eigen-matrices)

– Cardoso & Souloumiac (1996) IEE Proceedings F.

• ML(Infomax)

– Bell & Sejnowski (1995). Neural Computation

– Lewicki & Sejnowski (1998, 2000). Neural Computation
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Method of ML (Infomax) 

( )

( )∏

∏

=

−−

=

⇒

×=

p

i
ii

i
ii

AgA

fg

ppAA

1

11

1

)(||

)(

:
 modelICA free-Noise

xx

f

fx

～

～

( )

∏

∏

=

=

⇒









×+=

m

i
iipp

pp

m

i
ii

fgIAN

IN

fg

mpAA

1

2

2
1

)(),|(),(

),0(

)(

:
 modelICANoisy 

σ

σ

fxfx

e

f

efx

～

～

～

The Japanese-German Joint Symposium on Classification 2005

12

Condition on g

• Specification of nonnormal densities gi(fi) 
seems to be difficult, but…

• It has been shown that consistency holds if 
the model gi(f) satisfies

• Nonlinearlity of hi(fi) is essential  
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3. ICA by factor rotation

Kano, Shimizu and Miyamoto (2003)
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Orthomax with     

• Factor rotation could implement Kurtosis-
based ICA

• Note: Each kurtosis must be positive
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Implementation of ICA
• Regard raw data X centered as factor loading 

matrix A

• Execute factor rotation

• Resultant factor loadings are factor scores 
estimated by ICA

• Mixing matrix A can also be obtained as a rotating 
matrix

• Comments
– When X has been sphered, rotate orthogonally

• XtX/n=Im

– When X is not sphered, rotate obliquely

– Kaiser's normalization must not be made
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Comparison by artificial data

• Compare three methods:
– Varimax-based ICA
– Oblimin-based ICA
– FastICA (Hyvärinen & Oja, 1997)

• Correlations between factors generated originally 
and those estimated

• RMSE of estimates of the factor loading matrix

factor rotation is performed with PROC FACTOR in SAS 8.2
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Design

• dataset

– Five-dimensional factor scores f having gamma 
distributions

• Population kurtosis: 6.0, 5.0, 4.0, 3.0, 2.0

• No error variable

• n=500

– Factor loading matrix:

11000

01100

00110

00011

11111

A =
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Correlation between original and estimated factors

Factor scores generated originally

-0.0790.0540.1860.0550.984f1FastICA
0.0570.068-0.0500.992-0.099f2
-0.0920.0040.981-0.022-0.145f3
-0.0910.9950.019-0.0900.029f4
0.9870.0550.001-0.0600.029f5

0.211
0.978
0.126
0.041
0.132
0.056
0.995
0.004
0.067
0.054

f4

0.9610.0090.0030.042f5
0.0900.118-0.1580.092f4
-0.1690.9540.126-0.156f3
0.1040.0700.9730.102f2
-0.0570.1770.3340.911f1Oblimin

0.9870.001-0.0580.029f5
-0.0910.019-0.0890.029f4
-0.0920.981-0.022-0.145f3
0.055-0.0500.993-0.099f2
-0.0790.1860.0550.984f1Varimax

f5f3f2f1
Estimated

factor scores
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RMSE of estimates of A
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Summary: Artificial data analysis

• Varimax-based ICA achieves as high 
correlations as FastICA between original 
factors and those estimated

• Oblimin-based ICA is a bit inferior to the 
other two methods

– Pre-sphering works!!

• It will not work for p=50,000 and m=256
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4. LinGAM project
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Path analysis and ICA
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LiNGAM project

• Discovery of Linear 
Non-GAussian causal 
Models using ICA

• Conducted by 
Shohei Shimizu 
Aapo Hyvärinen
Patrik O. Hoyer
Yutaka Kano

ex A

pi

eXaX i

p

ij
j

jiji

~

),,1(

1

=

⇔
=

+=∑
≠
=

K

X2 X3

X1

http://www.cs.helsinki.fi/hiit_bru/neuro_stat_lingam.html
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Algorithm

1. Start with the full model of p variables with 
p(p-1) paths

2. Estimate all the paths by ICA

3. Eliminate any paths with small path 
estimates that are not significant 

4. Find a non-recursive model, which 
represents causal ordering

• A is of lower triangular
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5. Summary

1. We showed the definition of ICA and outlined how 
to estimate ICA models

2. We pointed out that (basic) ICA is nothing but 
factor rotation procedure in traditional FA 

3. LiNGAM project is running which aims at finding 
causal ordering with the help of ICA and Wald test

4. We finally note that
1. Any data appearing in social science (and in natural 

science as well) are more or less nonnormal

2. Regarding such data as normal has brought great 
benefits

3. Use of nonnormality will expect some other benefits 
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Thank you for your attention!


