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#### Abstract

This note is based on the series of recent works by Sun-Yong [2, 3] and Sun-LiYong [1].
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## Notation

- $\mathbb{R}^{n \times m}$ : the space of all $n \times m$ real matrices; $\mathbb{R}^{n}=\mathbb{R}^{n \times 1} ; \mathbb{R}=\mathbb{R}^{1}$.
- $\mathbb{S}^{n}$ : the space of all symmetric $n \times n$ real matrices.
- $I_{n}$ : the identity matrix of size $n$.

[^0]- $0_{n \times m}$ : the zero matrix of size $n \times m$.
- $M^{\top}$ : the transpose of a matrix $M$.
- $M^{\dagger}$ : the Moore-Penrose pseudoinverse of a matrix $M$.
- $\operatorname{tr}(M)$ : the trace of a matrix $M$.
- $\langle\cdot, \cdot\rangle$ the inner product on a Euclidean space.
- $|M|:=\sqrt{\operatorname{tr}\left(M^{\top} M\right)}$ : the Frobenius norm of a matrix $M$.
- $\mathcal{R}(M)$ : the range of a matrix $M$.
- $A \geq B: A-B$ is a positive semi-definite symmetric matrix.

Let $\mathbb{H}$ be a Euclidean space (which could be $\mathbb{R}^{n}, \mathbb{R}^{n \times m}$, etc.).

- $C([t, T] ; \mathbb{H})$ : the space of $\mathbb{H}$-valued, continuous functions on $[t, T]$.
- $L^{p}(t, T ; \mathbb{H})$ : the space of $\mathbb{H}$-valued, Lebesgue measurable functions that are $p$ th $(1 \leq$ $p<\infty)$ power Lebesgue integrable on $[t, T]$.
- $L^{\infty}(t, T ; \mathbb{H})$ : the space of $\mathbb{H}$-valued, Lebesgue measurable functions that are essentially bounded on $[t, T]$.
- $L_{\mathcal{F}_{t}}^{2}(\Omega ; \mathbb{H})$ : the space of $\mathcal{F}_{t}$-measurable, $\mathbb{H}$-valued random variables $\xi$ such that $\mathbb{E}\left[|\xi|^{2}\right]<$ $\infty$.
- $L_{\mathbb{F}}^{2}\left(\Omega ; L^{1}(t, T ; \mathbb{H})\right)$ : the space of $\mathbb{F}$-progressively measurable, $\mathbb{H}$-valued processes $\varphi$ : $[t, T] \times \Omega \rightarrow \mathbb{H}$ such that $\mathbb{E}\left[\left(\int_{t}^{T}|\varphi(s)| d s\right)^{2}\right]<\infty$.
- $L_{\mathbb{F}}^{2}(t, T ; \mathbb{H})$ : the space of $\mathbb{F}$-progressively measurable, $\mathbb{H}$-valued processes $\varphi:[t, T] \times \Omega \rightarrow$ $\mathbb{H}$ such that $\mathbb{E} \int_{t}^{T}|\varphi(s)|^{2} d s<\infty$.
- $L_{\mathbb{F}}^{2}(\Omega ; C([t, T] ; \mathbb{H}))$ : the space of $\mathbb{F}$-adapted, continuous, $\mathbb{H}$-valued process $\varphi:[t, T] \times$ $\Omega \rightarrow \mathbb{H}$ such that $\mathbb{E}\left[\sup _{s \in[t, T]}|\varphi(s)|^{2}\right]<\infty$.


## 1 Linear-quadratic stochastic control problems

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space. $W(\cdot)$ is a one dimensional Brownian motion and $\mathbb{F}=\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ is the $\mathbb{P}$-augmentation of the filtration generated by $W(\cdot)$. Fix $T \in(0, \infty)$. For each $(t, x) \in[0, T) \times \mathbb{R}^{n}$, consider the following controlled linear SDE:

$$
\left\{\begin{array}{l}
d X(s)=(A(s) X(s)+B(s) u(s)+b(s)) d s+(C(s) X(s)+D(s) u(s)+\sigma(s)) d W(s),  \tag{1.1}\\
x(t)=x
\end{array}\right.
$$

where $A(\cdot), B(\cdot), C(\cdot), D(\cdot)$ are matrix-valued deterministic functions (with suitable dimensions), and $b(\cdot), \sigma(\cdot)$ are $\mathbb{R}^{n}$-valued progressively measurable processes. $u(\cdot) \in \mathcal{U}[t, T]:=$ $L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{m}\right)$ is called a control process. In order to measure the performance of the control $u(\cdot)$, we introduce the following cost functional:

$$
\begin{align*}
& J(t, x ; u(\cdot)) \\
& :=\mathbb{E}[\langle G X(T), X(T)\rangle+2\langle g, X(T)\rangle \\
& \left.\quad+\int_{t}^{T}\left\{\left\langle\left(\begin{array}{cc}
Q(s) & S(s)^{\top} \\
S(s) & R(s)
\end{array}\right)\binom{X(s)}{u(s)},\binom{X(s)}{u(s)}\right\rangle+2\left\langle\binom{ q(s)}{\rho(s)},\binom{X(s)}{u(s)}\right\rangle\right\} d s\right] \tag{1.2}
\end{align*}
$$

where $X(\cdot)$ is the solution of $\operatorname{SDE}(1.1), Q(\cdot), R(\cdot), S(\cdot)$ are matrix-valued deterministic functions (with suitable dimensions), $G \in \mathbb{S}^{n}, q(\cdot), \rho(\cdot)$ are vector-valued progressively measurable processes (with suitable dimensions), and $g$ is an $\mathbb{R}^{n}$-valued $\mathcal{F}_{T}$-measurable random variable. We call ( $A, B, C, D, Q, R, S, G)$ the coefficients and $(b, \sigma, q, \rho, g)$ the inhomogeneous terms. We sometimes omit the symbol $(s)$ of $X(s), u(s), A(s)$, and so on, and just denote by $X, u, A$, respectively, if it is clear from the context. We impose the following assumptions on the coefficients and the inhomogeneous terms.

Assumption 1. The coefficients $(A, B, C, D, Q, R, S, G)$ satisfy the following:

$$
\left\{\begin{array}{l}
A(\cdot) \in L^{1}\left(0, T ; \mathbb{R}^{n \times n}\right), B(\cdot) \in L^{2}\left(0, T ; \mathbb{R}^{n \times m}\right),  \tag{1.3}\\
C(\cdot) \in L^{2}\left(0, T ; \mathbb{R}^{n \times n}\right), D(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n \times m}\right), \\
Q(\cdot) \in L^{1}\left(0, T ; \mathbb{S}^{n}\right), R(\cdot) \in L^{\infty}\left(0, T ; \mathbb{S}^{m}\right), S(\cdot) \in L^{2}\left(0, T ; \mathbb{R}^{m \times n}\right), G \in \mathbb{S}^{n}
\end{array}\right.
$$

Furthermore, the inhomogeneous terms $(b, \sigma, q, \rho, g)$ satisfy the following:

$$
\left\{\begin{array}{l}
b(\cdot) \in L_{\mathbb{F}}^{2,1}\left(0, T ; \mathbb{R}^{n}\right), \sigma(\cdot) \in L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right),  \tag{1.4}\\
q(\cdot) \in L_{\mathbb{F}}^{2,1}\left(0, T ; \mathbb{R}^{n}\right), \rho(\cdot) \in L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right), g \in L_{\mathcal{F}_{T}}^{2}\left(\Omega ; \mathbb{R}^{n}\right)
\end{array}\right.
$$

Under Assumption 1, for any $(t, x) \in[0, T) \times \mathbb{R}^{n}$ and $u(\cdot) \in \mathcal{U}[t, T]$, SDE (1.1) has a unique strong solution $X(\cdot)=X(\cdot ; t, x, u(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right)$ which is called the state process corresponding to the initial pair $(t, x)$ and the control process $u(\cdot)$, and the cost functional $\sqrt{1.2)}$ is well-defined. We are concerned with the minimization problem of (1.2) over $u(\cdot) \in \mathcal{U}[t, T]$ subject to (1.1), which is called a stochastic linear-quadratic control problem because of the linear structure of the controlled SDE and the quadratic structure of the cost functional. More precisely, consider the following problem.

## Problem (SLQ)

For each $(t, x) \in[0, T) \times \mathbb{R}^{n}$, find a control process $u^{*}(\cdot) \in \mathcal{U}[t, T]$ satisfying

$$
\begin{equation*}
J\left(t, x ; u^{*}(\cdot)\right)=\inf _{u(\cdot) \in \mathcal{U}[t, T]} J(t, x ; u(\cdot))=: V(t, x) . \tag{1.5}
\end{equation*}
$$

Definition 1.1. For each $(t, x) \in[0, T) \times \mathbb{R}^{n}$, any $u^{*}(\cdot) \in \mathcal{U}[t, T]$ satisfying (1.5) is called an open-loop optimal control of Problem (SLQ) for the initial pair $(t, x)$, and the corresponding state process $X^{*}(\cdot)=X\left(\cdot ; t, x, u^{*}(\cdot)\right)$ is called an open-loop optimal state process, and $\left(X^{*}(\cdot), u^{*}(\cdot)\right)$ is called an open-loop optimal pair. The map $V(t, x)$ is called the value function of Problem (SLQ).

Definition 1.2. For each $(t, x) \in[0, T) \times \mathbb{R}^{n}$, we say that Problem (SLQ) is (uniquely) openloop solvable at $(t, x)$ if there exists a (unique) open-loop optimal control of Problem (SLQ) for $(t, x)$. Also, Problem (SLQ) is said to be (uniquely) open-loop solvable at $t$ if Problem (SLQ) is (uniquely) open-loop solvable at $(t, x)$ for any $x \in \mathbb{R}^{n}$; Problem (SLQ) is said to be (uniquely) open-loop solvable if Problem (SLQ) is (uniquely) open-loop solvable at $(t, x)$ for any $(t, x) \in[0, T) \times \mathbb{R}^{n}$.

Next, for any given $t \in[0, T)$, take $\Theta(\cdot) \in L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{m \times n}\right)=: \mathcal{Q}[t, T]$ and $v(\cdot) \in \mathcal{U}[t, T]$. For any $x \in \mathbb{R}^{n}$, let us consider the following SDE:

$$
\left\{\begin{array}{l}
d \mathcal{X}=(A \mathcal{X}+B(\Theta \mathcal{X}+v)+b) d s+(C \mathcal{X}+D(\Theta \mathcal{X}+v)+\sigma) d W, s \in[t, T] \\
\mathcal{X}(t)=x
\end{array}\right.
$$

or equivalently,

$$
\left\{\begin{array}{l}
d \mathcal{X}=((A+B \Theta) \mathcal{X}+B v+b) d s+((C+D \Theta) \mathcal{X}+D v+\sigma) d W, s \in[t, T] \\
\mathcal{X}(t)=x
\end{array}\right.
$$

which admits a unique solution $\mathcal{X}(\cdot)=\mathcal{X}(\cdot ; t, x, \Theta(\cdot), v(\cdot))$, depending on $(\Theta(\cdot), v(\cdot))$. The above is called a closed-loop system of the original state equation (1.1) under the closed-loop strategy $(\Theta(\cdot), v(\cdot))$. With the above corresponding solution $\mathcal{X}(\cdot)$, the control process

$$
u(\cdot):=\Theta(\cdot) \mathcal{X}(\cdot)+v(\cdot) \in \mathcal{U}[t, T]
$$

is called the outcome of the closed-loop strategy $(\Theta(\cdot), v(\cdot))$ for the initial state $x \in \mathbb{R}^{n}$. We point out that the closed-loop strategy $(\Theta(\cdot), v(\cdot))$ is independent of the initial state $x \in \mathbb{R}^{n}$, while the outcome $\Theta(\cdot) \mathcal{X}(\cdot)+v(\cdot)$ still depends on $x$. Define

$$
\mathcal{J}(t, x ; \Theta, v(\cdot)):=J(t, x ; \Theta(\cdot) \mathcal{X}(\cdot)+v(\cdot)) .
$$

Definition 1.3. For each $t \in[0, T)$, any $\left(\Theta^{*}(\cdot), v^{*}(\cdot)\right) \in \mathcal{Q}[t, T] \times \mathcal{U}[t, T]$ is called closed-loop optimal strategy of Problem (SLQ) on $[t, T]$ if

$$
\begin{equation*}
\mathcal{J}\left(t, x ; \Theta^{*}(\cdot), v^{*}(\cdot)\right) \leq \mathcal{J}(t, x ; \Theta(\cdot), v(\cdot)), \forall x \in \mathbb{R}^{n}, \forall(\Theta(\cdot), v(\cdot)) \in \mathcal{Q}[t, T] \times \mathcal{U}[t, T] . \tag{1.6}
\end{equation*}
$$

Remark 1.4. We emphasize that a closed-loop optimal strategy $\left(\Theta^{*}(\cdot), v^{*}(\cdot)\right)$ is required to be independent of the initial state $x \in \mathbb{R}^{n}$, while an open-loop optimal control $u^{*}(\cdot)$ depends on the initial pair $(t, x)$.

Definition 1.5. For each $t \in[0, T$ ), we say that Problem (SLQ) is (uniquely) closed-loop solvable on $[t, T]$ if there exists a (unique) closed-loop optimal strategy of Problem (SLQ) on $[t, T]$. Also, we say that Problem (SLQ) is (uniquely) closed-loop solvable if Problem (SLQ) is (uniquely) closed-loop solvable on $[t, T]$ for any $t \in[0, T)$.

The following lemma provides equivalent statements of the definition of closed-loop optimal strategies.

Lemma $1.6([2])$. Let $t \in[0, T)$ be given. Then for each closed-loop strategy $\left(\Theta^{*}(\cdot), v^{*}(\cdot)\right) \in$ $\mathcal{Q}[t, T] \times \mathcal{U}[t, T]$, the following are equivalent:
(i) $\left(\Theta^{*}(\cdot), v^{*}(\cdot)\right)$ is a closed-loop optimal strategy of Problem (SLQ) on $[t, T]$;
(ii) For any $x \in \mathbb{R}^{n}$ and any $v(\cdot) \in \mathcal{U}[t, T]$, it holds that

$$
\mathcal{J}\left(t, x ; \Theta^{*}(\cdot), v^{*}(\cdot)\right) \leq \mathcal{J}\left(t, x ; \Theta^{*}(\cdot), v(\cdot)\right)
$$

(iii) For any $x \in \mathbb{R}^{n}$ and any $u(\cdot) \in \mathcal{U}[t, T]$, it holds that

$$
J\left(t, x ; \Theta^{*}(\cdot) \mathcal{X}^{*}(\cdot)+v^{*}(\cdot)\right) \leq J(t, x ; u(\cdot))
$$

where $\mathcal{X}^{*}(\cdot):=\mathcal{X}\left(\cdot ; t, x, \Theta^{*}(\cdot), v^{*}(\cdot)\right)$.
Proof. (i) $\Rightarrow$ (ii) follows by taking $\Theta(\cdot)=\Theta^{*}(\cdot)$ in (1.6). Suppose (ii) holds. Take any $x \in \mathbb{R}^{n}$ and any $u(\cdot) \in \mathcal{U}[t, T]$, and let $X(\cdot):=X(\cdot ; t, x, u(\cdot))$ be the corresponding state process. Then

$$
\left\{\begin{array}{l}
d X=\left(\left(A+B \Theta^{*}\right) X+B\left(u-\Theta^{*} X\right)+b\right) d s \\
\quad+\left(\left(C+D \Theta^{*}\right) X+D\left(u-\Theta^{*} X\right)+\sigma\right) d W, s \in[t, T] \\
X(t)=x .
\end{array}\right.
$$

Thus, if we let $v(\cdot):=u(\cdot)-\Theta^{*}(\cdot) X(\cdot)$, we have $X(\cdot)=\mathcal{X}\left(\cdot ; t, x, \Theta^{*}(\cdot), v(\cdot)\right)$ and

$$
J\left(t, x ; \Theta^{*}(\cdot) \mathcal{X}^{*}(\cdot)+v^{*}(\cdot)\right)=\mathcal{J}\left(t, x ; \Theta^{*}(\cdot), v^{*}(\cdot)\right) \leq \mathcal{J}\left(t, x ; \Theta^{*}(\cdot), v(\cdot)\right)=J(t, x ; u(\cdot)) .
$$

Thus, the statement (iii) holds. Lastly, suppose (iii) holds. Take any $(\Theta(\cdot), v(\cdot)) \in \mathcal{Q}[t, T] \times$ $\mathcal{U}[t, T]$ and any $x \in \mathbb{R}^{n}$, and let $\mathcal{X}(\cdot):=\mathcal{X}(\cdot ; t, x, \Theta(\cdot), v(\cdot))$. Let $u(\cdot):=\Theta(\cdot) \mathcal{X}(\cdot)+v(\cdot) \in$ $\mathcal{U}[t, T]$. Then by (iii) we have

$$
\mathcal{J}\left(t, x ; \Theta^{*}(\cdot), v^{*}(\cdot)\right)=J\left(t, x ; \Theta^{*}(\cdot) \mathcal{X}^{*}(\cdot)+v^{*}(\cdot)\right) \leq J(t, x ; u(\cdot))=\mathcal{J}(t, x ; \Theta(\cdot), v(\cdot))
$$

Thus, $\left(\Theta^{*}(\cdot), v^{*}(\cdot)\right)$ is a closed-loop optimal strategy of Problem (SLQ) on $[t, T]$. This completes the proof.

By the statement (iii), we immediately obtain the following corollary.
Corollary 1.7. Let $t \in[0, T)$ be given. If Problem (SLQ) admits a closed-loop optimal strategy $\left(\Theta^{*}(\cdot), v^{*}(\cdot)\right) \in \mathcal{Q}[t, T] \times \mathcal{U}[t, T]$ on $[t, T]$, then for any $x \in \mathbb{R}^{n}$, the outcome $u^{*}(\cdot):=$ $\Theta^{*}(\cdot) \mathcal{X}^{*}(\cdot)+v^{*}(\cdot)$ for the initial state $x$ is an open-loop optimal control of Problem (SLQ) for $(t, x)$. Consequently, if Problem (SLQ) is closed-loop solvable on $[t, T]$, then Problem (SLQ) is open-loop solvable at $t$.

In order to study Problem (SLQ), it is often convenient to consider the homogeneous problem associated with Problem (SLQ), which corresponds to the minimization problem with the inhomogeneous terms $(b, \sigma, q, \rho, g)$ being vanish. That is, for each $(t, x) \in[0, T) \times \mathbb{R}^{n}$, we want to find a control process $u^{*}(\cdot) \in \mathcal{U}[t, T]$ such that

$$
J^{0}(t, x ; u(\cdot)):=\mathbb{E}\left[\langle G X(T), X(T)\rangle+\int_{t}^{T}\left\langle\left(\begin{array}{cc}
Q & S^{\top} \\
S & R
\end{array}\right)\binom{X}{u},\binom{X}{u}\right\rangle d s\right]
$$

is minimized subject to

$$
\left\{\begin{array}{l}
d X=(A X+B u) d s+(C X+D u) d W(s), s \in[t, T] \\
X(t)=x
\end{array}\right.
$$

We denote this homogeneous problem by Problem (SLQ) ${ }^{0}$ and its value function by $V^{0}(t, x)$.

## 2 Open-loop solvability of Problem (SLQ)

In this section, we consider Problem (SLQ) in the open-loop framework.

### 2.1 Characterization of open-loop optimal controls

The following proposition plays a key role.
Proposition $2.1([1])$. Let $(t, x) \in[0, T) \times \mathbb{R}^{n}$ be given. Then for any $u(\cdot), v(\cdot) \in \mathcal{U}[t, T]$ and $\mu \in \mathbb{R}$, the following holds:

$$
\begin{align*}
& J(t, x ; u(\cdot)+\mu v(\cdot)) \\
& =J(t, x ; u(\cdot))+\mu^{2} J^{0}(t, 0 ; v(\cdot)) \\
& \quad+2 \mu \mathbb{E} \int_{t}^{T}\left\langle B(s)^{\top} Y(s)+D(s)^{\top} Z(s)+S(s) X(s)+R(s) u(s)+\rho(s), v(s)\right\rangle d s \tag{2.1}
\end{align*}
$$

where $X(\cdot)=X(\cdot ; t, x, u(\cdot))$ is the state process corresponding to $(t, x)$ and the control process $u(\cdot)$, and $(Y(\cdot), Z(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ is the adapted solution of the following BSDE:

$$
\left\{\begin{array}{l}
d Y(s)=-\left(A(s)^{\top} Y(s)+C(s)^{\top} Z(s)+Q(s) X(s)+S(s)^{\top} u(s)+q(s)\right) d s+Z(s) d W(s) \\
Y(T)=G X(T)+g
\end{array}\right.
$$

Proof. The case of $\mu=0$ is trivial. Assume that $\mu \neq 0$. Define $X(\cdot):=X(\cdot ; t, x ; u(\cdot))$, $X^{\mu}(\cdot):=X(\cdot ; t, x, u(\cdot)+\mu v(\cdot))$, and $X_{0}(\cdot):=\frac{1}{\mu}\left(X(\cdot)-X^{\mu}(\cdot)\right)$. Then $X_{0}(\cdot)$ solves the following SDE:

$$
\left\{\begin{array}{l}
d X_{0}=\left(A X_{0}+B v\right) d s+\left(C X_{0}+D v\right) d W, s \in[t, T] \\
X_{0}(t)=0
\end{array}\right.
$$

In particular, $X_{0}(\cdot)$ is independent of $x \in \mathbb{R}^{n}, u(\cdot) \in \mathcal{U}[t, T]$ and $\mu \in \mathbb{R} \backslash\{0\}$. Furthermore, we have

$$
\begin{aligned}
& J(t, x ; u(\cdot)+\mu v(\cdot))-J(t, x ; u(\cdot)) \\
& =\mu \mathbb{E}\left[\left\langle G\left(2 X(T)+\mu X_{0}(T)\right), X_{0}(T)\right\rangle+2\left\langle g, X_{0}(T)\right\rangle\right. \\
& \left.\quad+\int_{t}^{T}\left\{\left\langle\left(\begin{array}{cc}
Q & S^{\top} \\
S & R
\end{array}\right)\binom{2 X+\mu X_{0}}{2 u+\mu v},\binom{X_{0}}{v}\right\rangle+2\left\langle\binom{ q}{\rho},\binom{X_{0}}{v}\right\rangle\right\} d s\right] \\
& =\mu^{2} \mathbb{E}\left[\left\langle G X_{0}(T), X_{0}(T)\right\rangle+\int_{t}^{T}\left\langle\left(\begin{array}{cc}
Q & S^{\top} \\
S & R
\end{array}\right)\binom{X_{0}}{v},\binom{X_{0}}{v}\right\rangle d s\right] \\
& \quad+2 \mu \mathbb{E}\left[\left\langle G X(T)+g, X_{0}(T)\right\rangle+\int_{t}^{T}\left(\left\langle Q X+S^{\top} u+q, X_{0}\right\rangle+\langle S X+R u+\rho, v\rangle\right) d s\right] .
\end{aligned}
$$

Observe that

$$
\mathbb{E}\left[\left\langle G X_{0}(T), X_{0}(T)\right\rangle+\int_{t}^{T}\left\langle\left(\begin{array}{cc}
Q & S^{\top} \\
S & R
\end{array}\right)\binom{X_{0}}{v},\binom{X_{0}}{v}\right\rangle d s\right]=J^{0}(t, 0 ; v(\cdot))
$$

On the other hand, applying Itô's formula for $s \mapsto\left\langle Y(s), X_{0}(s)\right\rangle$ on $[t, T]$, we have

$$
\begin{aligned}
& \mathbb{E}\left[\left\langle G X(T)+g, X_{0}(T)\right\rangle+\int_{t}^{T}\left(\left\langle Q X+S^{\top} u+q, X_{0}\right\rangle+\langle S X+R u+\rho, v\rangle\right) d s\right] \\
& =\mathbb{E} \int_{t}^{T}\left\{\left\langle-\left(A^{\top} Y+C^{\top} Z+Q X+S^{\top} u+q\right), X_{0}\right\rangle+\left\langle Y, A X_{0}+B v\right\rangle+\left\langle Z, C X_{0}+D v\right\rangle\right. \\
& \left.\quad \quad+\left\langle Q X+S^{\top} u+q, X_{0}\right\rangle+\langle S X+R u+\rho, v\rangle\right\} d s \\
& =\mathbb{E} \int_{t}^{T}\left\langle B^{\top} Y+D^{\top} Z+S X+R u+\rho, v\right\rangle d s .
\end{aligned}
$$

Thus the equality (2.1) holds.
Consequently, the map $\mathcal{U}[t, T] \ni u(\cdot) \mapsto J(t, x ; u(\cdot))$ is Fréchet differentiable with the Fréchet derivative given by

$$
\begin{equation*}
\mathcal{D} J(t, x ; u(\cdot))(s)=2\left\{B(s)^{\top} Y(s)+D(s)^{\top} Z(s)+S(s) X(s)+R(s) u(s)+\rho(s)\right\}, s \in[t, T], \tag{2.2}
\end{equation*}
$$

and (2.1) can also be written as

$$
J(t, x ; u(\cdot)+\mu v(\cdot))=J(t, x ; u(\cdot))+\mu^{2} J^{0}(t, 0 ; v(\cdot))+\mu \mathbb{E} \int_{t}^{T}\langle\mathcal{D} J(t, x ; u(\cdot))(s), v(s)\rangle d s
$$

In particular, we have

$$
J(t, x ; v(\cdot))-J(t, x ; u(\cdot))-\mathbb{E} \int_{t}^{T}\langle\mathcal{D} J(t, x ; u(\cdot))(s), v(s)-u(s)\rangle d s=J^{0}(t, 0 ; v(\cdot)-u(\cdot)) .
$$

Corollary 2.2 ([1]). Let $t \in[0, T)$ be given. Then the following are equivalent:
(i) The map $u(\cdot) \mapsto J(t, x ; u(\cdot))$ is convex for any $x \in \mathbb{R}^{n}$;
(ii) The map $u(\cdot) \mapsto J(t, x ; u(\cdot))$ is convex for some $x \in \mathbb{R}^{n}$;
(iii) The map $u(\cdot) \mapsto J^{0}(t, x ; u(\cdot))$ is convex for any $x \in \mathbb{R}^{n}$;
(iv) The map $u(\cdot) \mapsto J^{0}(t, x ; u(\cdot))$ is convex for some $x \in \mathbb{R}^{n}$;
(v) For any $u(\cdot) \in \mathcal{U}[t, T], J^{0}(t, 0 ; u(\cdot)) \geq 0$.

Concerning with the convexity property, the following holds.
Corollary 2.3. Let $t \in[0, T)$ be given. If the map $\mathcal{U}[t, T] \ni u(\cdot) \mapsto J^{0}(t, 0 ; u(\cdot))$ is convex, then for any $t^{\prime} \in[t, T)$ the map $\mathcal{U}\left[t^{\prime}, T\right] \ni u(\cdot) \mapsto J^{0}\left(t^{\prime}, 0 ; u(\cdot)\right)$ is convex.

Proof. For each $u(\cdot) \in \mathcal{U}\left[t^{\prime}, T\right]$, define the zero extension to $[t, T]$ by

$$
v(s):= \begin{cases}0 & \text { if } s \in\left[t, t^{\prime}\right) \\ u(s) & \text { if } s \in\left[t^{\prime}, T\right]\end{cases}
$$

Then $v(\cdot) \in \mathcal{U}[t, T]$, and $X(s ; t, 0 ; v(\cdot))=X\left(s ; t^{\prime}, 0 ; u(\cdot)\right)$ for any $s \in\left[t^{\prime}, T\right]$ a.s. Thus we have that $J^{0}(t, 0 ; v(\cdot))=J^{0}\left(t^{\prime}, 0 ; u(\cdot)\right)$. By Corollary 2.2 we have

$$
0 \leq J^{0}(t, 0 ; v(\cdot))=J^{0}\left(t^{\prime}, 0 ; u(\cdot)\right)
$$

and this proves the assertion.
From Proposition 2.1, we obtain a characterization of open-loop optimal controls of Problem (SLQ).

Theorem $2.4([1,2])$. Let $(t, x) \in[0, T) \times \mathbb{R}^{n}$ be given. Let $u^{*}(\cdot) \in \mathcal{U}[t, T]$ and $X^{*}(\cdot):=$ $X\left(\cdot ; t, x, u^{*}(\cdot)\right)$ be the corresponding state process. Then $u^{*}(\cdot)$ is an open-loop optimal control of Problem (SLQ) for $(t, x)$ if and only if the following hold:
(i) (The convexity condition):

$$
\begin{equation*}
J^{0}(t, 0 ; u(\cdot)) \geq 0, \forall u(\cdot) \in \mathcal{U}[t, T] ; \tag{2.3}
\end{equation*}
$$

(ii) (The stationarity condition):

$$
\begin{equation*}
B(s)^{\top} Y^{*}(s)+D(s)^{\top} Z^{*}(s)+S(s) X^{*}(s)+R(s) u^{*}(s)+\rho(s)=0 \text { a.e. } s \in[t, T] \text { a.s., } \tag{2.4}
\end{equation*}
$$

where $\left(Y^{*}(\cdot), Z^{*}(\cdot)\right) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ is the adapted solution of the BSDE

$$
\begin{cases}d Y^{*}(s)=-\left(A(s)^{\top} Y^{*}(s)+C(s)^{\top}\right. & \left.Z^{*}(s)+Q(s) X^{*}(s)+S(s)^{\top} u^{*}(s)+q(s)\right) d s \\ & +Z^{*}(s) d W(s), s \in[t, T] \\ Y^{*}(T)=G X^{*}(T)+g . & \end{cases}
$$

Proof. $u^{*}(\cdot)$ is an open-loop optimal control of Problem (SLQ) for $(t, x)$ if and only if

$$
J\left(t, x ; u^{*}(\cdot)+\mu v(\cdot)\right)-J\left(t, x ; u^{*}(\cdot)\right) \geq 0
$$

for any $v(\cdot) \in \mathcal{U}[t, T]$ and any $\mu \in \mathbb{R}$. By Proposition 2.1, we get the desired equivalence.
From the above result, we see that if Problem (SLQ) admits an open-loop optimal control $u^{*}(\cdot) \in \mathcal{U}[t, T]$ at $(t, x)$, then the unique adapted solution $\left(X^{*}(\cdot), Y^{*}(\cdot), Z^{*}(\cdot)\right) \in$ $L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ of the following (decoupled) forwardbackward stochastic differential equation (FBSDE, for short)

$$
\left\{\begin{align*}
& d X^{*}(s)=\left(A(s) X^{*}(s)+B(s) u^{*}(s)+b(s)\right) d s  \tag{2.5}\\
& \quad+\left(C(s) X^{*}(s)+D(s) u^{*}(s)+\sigma(s)\right) d W(s), s \in[t, T] \\
& d Y^{*}(s)=-\left(A(s)^{\top} Y^{*}(s)+C(s)^{\top} Z^{*}(s)+Q(s) X^{*}(s)+S(s)^{\top} u^{*}(s)+q(s)\right) d s \\
& \quad+Z^{*}(s) d W(s), s \in[t, T] \\
& \\
& X^{*}(t)=x, Y^{*}(T)=G X^{*}(T)+g
\end{align*}\right.
$$

satisfies the stationarity condition (2.4). The system (2.5)-2.4 is called the optimality system. A 4-tuple of processes

$$
\begin{aligned}
& \left(X^{*}(\cdot), Y^{*}(\cdot), Z^{*}(\cdot), u^{*}(\cdot)\right) \\
& \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right) \times \mathcal{U}[t, T]=: \mathcal{H}[t, T]
\end{aligned}
$$

is called a solution of the optimality system (2.5)-(2.4).
Note that, in the optimality system, the decoupled FBSDE (2.5) is coupled via the stationarity condition (2.4). Indeed, if $R(\cdot) \geq \lambda I_{m}$ a.e. for some $\lambda>0$, then (2.4) is equivalent to $u^{*}=-R^{-1}\left(B^{\top} Y^{*}+D^{\top} Z^{*}+S X^{*}+\rho\right)$ a.e. a.s., and by inserting this to 2.5 we obtain a coupled FBSDE with the adapted solution $\left(X^{*}(\cdot), Y^{*}(\cdot), Z^{*}(\cdot)\right)$.

The following result is concerned with the uniqueness of open-loop optimal controls.
Corollary $2.5([1,2])$. Let $(t, x) \in[0, T) \times \mathbb{R}^{n}$ be given.
(i) Suppose that Problem (SLQ) admits a unique open-loop optimal control $u^{*}(\cdot) \in \mathcal{U}[t, T]$ at $(t, x)$. Then the unique adapted solution $\left(X^{*}(\cdot), Y^{*}(\cdot), Z^{*}(\cdot)\right)$ of the decoupled FBSDE (2.5), together with $u^{*}(\cdot)$, is the unique solution to the optimality system (2.5)(2.4).
(ii) If the convexity condition (2.3) holds and the optimality system (2.5)-(2.4) admits a unique solution $\left(X^{*}(\cdot), Y^{*}(\cdot), Z^{*}(\cdot), u^{*}(\cdot)\right) \in \mathcal{H}[t, T]$, then $u^{*}(\cdot)$ is the unique open-loop optimal control of Problem (SLQ) for $(t, x)$.

Proof. (i): Suppose $u^{*}(\cdot) \in \mathcal{U}[t, T]$ is the unique open-loop optimal control of Problem (SLQ) for $(t, x)$. By the "only if" part of Theorem 2.4, the solution of the decoupled FBSDE (2.5) satisfies the stationarity condition (2.4), and hence the 4-tuple $\left(X^{*}(\cdot), Y^{*}(\cdot), Z^{*}(\cdot), u^{*}(\cdot)\right)$ is
a solution of the optimality system (2.5)-(2.4). Now, if there is another different solution $(\hat{X}(\cdot), \hat{Y}(\cdot), \hat{Z}(\cdot), \hat{u}(\cdot)) \in \mathcal{H}[t, T]$ of the optimality system (2.5)-(2.4), then it is necessary that $\hat{u}(\cdot) \neq u^{*}(\cdot)$; otherwise $(\hat{X}(\cdot), \hat{Y}(\cdot), \hat{Z}(\cdot))=\left(X^{*}(\cdot), Y^{*}(\cdot), Z^{*}(\cdot)\right)$ by the uniqueness of the adapted solution of the decoupled FBSDE (2.5). On the other hand, by the "if" part of Theorem 2.4, $\hat{u}(\cdot)$ has to be an open-loop optimal control of Problem (SLQ) for $(t, x)$, a contradiction.
(ii): By the "if" part of Theorem 2.4, $u^{*}(\cdot)$ is an open-loop optimal control of Problem (SLQ) for $(t, x)$. If there is another open-loop optimal control $\hat{u}(\cdot) \in \mathcal{U}[t, T]$ of Problem (SLQ) for $(t, x)$, then by the "only if" part of Theorem 2.4, the unique adapted solution $(\hat{X}(\cdot), \hat{Y}(\cdot), \hat{Z}(\cdot))$ of the decoupled FBSDE 2.5 with $u^{*}(\cdot)$ replaced by $\hat{u}(\cdot)$, together with $\hat{u}(\cdot)$, is a solution of the optimality system (2.5)-(2.4). This is a contradiction.

### 2.2 Open-loop solvability of Problem (SLQ), uniform convexity of the cost functional, and the standard condition

In this subsection, we provide a sufficient condition for the unique open-loop solvability of Problem (SLQ). Firstly, we investigate the uniform convexity of the cost functional.

Definition 2.6. Let $H$ be a Hilbert space, and let $f: H \rightarrow \mathbb{R}$ be a Fréchet differentiable functional. For each $\lambda>0$, we say that $f$ is $\lambda$-uniformly convex if it holds that

$$
f(x)-f(y)-\langle\mathcal{D} f(x), x-y\rangle_{H} \geq \lambda\|x-y\|_{H}^{2}, \forall x, y \in H,
$$

where $\langle\cdot, \cdot\rangle_{H}$ and $\|\cdot\|_{H}$ denote the inner product and the norm on $H$, respectively. We say that $f$ is uniformly convex if $f$ is $\lambda$-uniformly convex for some $\lambda>0$.

From Proposition 2.1, we obtain the following corollary.
Corollary $2.7([1])$. Let $t \in[0, T)$ and $\lambda>0$ be given. Then the following are equivalent:
(i) The map $u(\cdot) \mapsto J(t, x ; u(\cdot))$ is $\lambda$-uniformly convex for any $x \in \mathbb{R}^{n}$;
(ii) The map $u(\cdot) \mapsto J(t, x ; u(\cdot))$ is $\lambda$-uniformly convex for some $x \in \mathbb{R}^{n}$;
(iii) The map $u(\cdot) \mapsto J^{0}(t, x ; u(\cdot))$ is $\lambda$-uniformly convex for any $x \in \mathbb{R}^{n}$;
(iv) The map $u(\cdot) \mapsto J^{0}(t, x ; u(\cdot))$ is $\lambda$-uniformly convex for some $x \in \mathbb{R}^{n}$;
(v) For any $u(\cdot) \in \mathcal{U}[t, T], J^{0}(t, 0 ; u(\cdot)) \geq \lambda \mathbb{E} \int_{t}^{T}|u(s)|^{2} d s$.

In the same way as Corollary 2.3, we can also show the following.
Corollary 2.8 ([1]). Let $t \in[0, T)$ and $\lambda>0$ be given. If the map $\mathcal{U}[t, T] \ni u(\cdot) \mapsto$ $J^{0}(t, 0 ; u(\cdot))$ is $\lambda$-uniformly convex, then for any $t^{\prime} \in[t, T)$ the map $\mathcal{U}\left[t^{\prime}, T\right] \ni u(\cdot) \mapsto$ $J^{0}\left(t^{\prime}, 0 ; u(\cdot)\right)$ is $\lambda$-uniformly convex.

We shall prove that if the cost functional is uniformly convex, then Problem (SLQ) is uniquely open-loop solvable. To do so, we firstly prove the following lemma.

Lemma 2.9. Let $t \in[0, T)$ be given. Let $\mathbb{X}(t ; \cdot) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n \times n}\right)\right)$ be the solution to the following matrix-valued SDE:

$$
\left\{\begin{array}{l}
d \mathbb{X}(t ; s)=A(s) \mathbb{X}(t ; s) d s+C(s) \mathbb{X}(t ; s) d W(s), s \in[t, T]  \tag{2.6}\\
\mathbb{X}(t ; t)=I_{n}
\end{array}\right.
$$

We set $\mathbb{X}(t ; s):=I_{n}$ for $s \in[0, t)$. Let $(\mathbb{Y}(t ; \cdot), \mathbb{Z}(t ; \cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}^{n \times n}\right)\right) \times L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{n \times n}\right)$ be the adapted solution to the following matrix-valued BSDE:

$$
\left\{\begin{array}{l}
d \mathbb{Y}(t ; s)=-\left(A(s)^{\top} \mathbb{Y}(t ; s)+C(s)^{\top} \mathbb{Z}(t ; s)+Q(s) \mathbb{X}(t ; s)\right) d s+\mathbb{Z}(t ; s) d W(s), s \in[0, T]  \tag{2.7}\\
\mathbb{Y}(t ; T)=G \mathbb{X}(t ; T)
\end{array}\right.
$$

Then, for any $x \in \mathbb{R}^{n}$, we have that

$$
\begin{equation*}
J^{0}(t, x ; 0)=\left\langle\mathbb{E}\left[\mathbb{X}(t ; T)^{\top} G \mathbb{X}(t ; T)+\int_{t}^{T} \mathbb{X}(t ; s)^{\top} Q(s) \mathbb{X}(t ; s) d s\right] x, x\right\rangle \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D} J^{0}(t, x ; 0)(s)=2\left\{B(s)^{\top} \mathbb{Y}(t ; s)+D(s)^{\top} \mathbb{Z}(t ; s)+S(s) \mathbb{X}(t ; s)\right\} x, \text { a.e. } s \in[t, T] \text { a.s. } \tag{2.9}
\end{equation*}
$$

Consequently, for some constants $a, b>0$, we have that

$$
\begin{equation*}
\inf _{t \in[0, T]} J^{0}(t, x ; 0) \geq-a|x|^{2} \text { and } \sup _{t \in[0, T]} \mathbb{E} \int_{t}^{T}\left|\mathcal{D} J^{0}(t, x ; 0)(s)\right|^{2} d s \leq b|x|^{2}, \forall x \in \mathbb{R}^{n} \tag{2.10}
\end{equation*}
$$

Proof. Let $x \in \mathbb{R}^{n}$ be fixed, and let $\left(X_{0}^{t, x}(\cdot), Y_{0}^{t, x}(\cdot), Z_{0}^{t, x}(\cdot)\right)$ be the unique adapted solution to the decoupled FBSDE

$$
\left\{\begin{array}{l}
d X_{0}^{t, x}(s)=A(s) X_{0}^{t, x}(s) d s+C(s) X_{0}^{t, x}(s) d W(s), s \in[t, T]  \tag{2.11}\\
d Y_{0}^{t, x}(s)=-\left(A(s)^{\top} Y_{0}^{t, x}(s)+C(s)^{\top} Z_{0}^{t, x}(s)+Q(s) X_{0}^{t, x}(s)\right) d s+Z_{0}^{t, x}(s) d W(s), s \in[t, T], \\
X_{0}^{t, x}(t)=x, Y_{0}^{t, x}(T)=G X_{0}^{t, x}(T)
\end{array}\right.
$$

Then, by the definition of $J^{0}(t, x ; 0)$ and (2.2), we have

$$
J^{0}(t, x ; 0)=\mathbb{E}\left[\left\langle G X_{0}^{t, x}(T), X_{0}^{t, x}(T)\right\rangle+\int_{t}^{T}\left\langle Q(s) X_{0}^{t, x}(s), X_{0}^{t, x}(s)\right\rangle d s\right],
$$

and

$$
\mathcal{D} J^{0}(t, x ; 0)=2\left\{B(s)^{\top} Y_{0}^{t, x}(s)+D(s) Z_{0}^{t, x}(s)+S(s) X_{0}^{t, x}(s)\right\}, \text { a.e. } s \in[t, T] \text { a.s. }
$$

On the other hand, by the uniqueness of the adapted solution of FBSDE (2.11), we have

$$
\left\{\begin{array}{l}
\mathbb{X}(t ; s) x=X_{0}^{t, x}(s), \mathbb{Y}(t ; s) x=Y_{0}^{t, x}(s), \forall s \in[t, T] \\
\mathbb{Z}(t ; s) x=Z_{0}^{t, x}(s), \text { a.e. } s \in[t, T]
\end{array}\right.
$$

Thus (2.9) holds. Furthermore, we have

$$
\begin{aligned}
J^{0}(t, x ; 0) & =\mathbb{E}\left[\langle G \mathbb{X}(t ; T) x, \mathbb{X}(t ; T) x\rangle+\int_{t}^{T}\langle Q(s) \mathbb{X}(t ; s) x, \mathbb{X}(t ; s) x\rangle d s\right] \\
& =\left\langle\mathbb{E}\left[\mathbb{X}(t ; T)^{\top} G \mathbb{X}(t ; T)+\int_{t}^{T} \mathbb{X}(t ; s)^{\top} Q(s) \mathbb{X}(t ; s) d s\right] x, x\right\rangle
\end{aligned}
$$

Thus (2.8) holds. The estimates (2.10) follows from the continuity of the map $[0, T] \ni$ $t \mapsto(\mathbb{X}(t ; \cdot), \mathbb{Y}(t ; \cdot), \mathbb{Z}(t ; \cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}^{n \times n}\right)\right) \times L_{\mathbb{F}}^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}^{n \times n}\right)\right) \times L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{n \times n}\right)$. This completes the proof.

Proposition $2.10\left([1)\right.$. Suppose that the map $u(\cdot) \mapsto J^{0}(0,0 ; u(\cdot))$ is uniformly convex. Then Problem (SLQ) is uniquely open-loop solvable. Furthermore, there exists a constant $\alpha \in \mathbb{R}$ such that

$$
\begin{equation*}
V^{0}(t, x) \geq \alpha|x|^{2}, \forall(t, x) \in[0, T) \times \mathbb{R}^{n} . \tag{2.12}
\end{equation*}
$$

Proof. Let $\lambda>0$ be given, and assume that the map $u(\cdot) \mapsto J^{0}(0,0 ; u(\cdot))$ is $\lambda$-uniformly convex. Then by Corollary 2.8, for any $t \in[0, T)$, the map $u(\cdot) \mapsto J^{0}(t, 0 ; u(\cdot))$ is also $\lambda$-uniformly convex, and hence by Corollary 2.7 we have

$$
J^{0}(t, 0 ; u(\cdot)) \geq \lambda \mathbb{E} \int_{t}^{T}|u(s)|^{2} d s, \forall u(\cdot) \in \mathcal{U}[t, T] .
$$

From this and Proposition 2.1, for any $(t, x) \in[0, T) \times \mathbb{R}^{n}$, we have

$$
\begin{align*}
J(t, x ; u(\cdot)) & =J(t, x ; 0)+J^{0}(t, 0 ; u(\cdot))+\mathbb{E} \int_{t}^{T}\langle\mathcal{D} J(t, x ; 0)(s), u(s)\rangle d s \\
& \geq J(t, x ; 0)+J^{0}(t, 0 ; u(\cdot))-\frac{\lambda}{2} \mathbb{E} \int_{t}^{T}|u(s)|^{2} d s-\frac{1}{2 \lambda} \mathbb{E} \int_{t}^{T}|\mathcal{D} J(t, x ; 0)(s)|^{2} d s \\
& \geq \frac{\lambda}{2} \mathbb{E} \int_{t}^{T}|u(s)|^{2} d s+J(t, x ; 0)-\frac{1}{2 \lambda} \mathbb{E} \int_{t}^{T}|\mathcal{D} J(t, x ; 0)(s)|^{2} d s . \tag{2.13}
\end{align*}
$$

This implies that the map $\mathcal{U}[t, T] \ni u(\cdot) \mapsto J(t, x ; u(\cdot))$ is bounded from below and coercive. Thus, there exists a sequence $\left\{u_{n}(\cdot)\right\}_{n \in \mathbb{N}} \subset \mathcal{U}[t, T]$ such that $\sup _{n \in \mathbb{N}} \mathbb{E} \int_{t}^{T}\left|u_{n}(s)\right|^{2} d s<\infty$ and $\lim _{n \rightarrow \infty} J\left(t, x ; u_{n}(\cdot)\right)=V(t, x)$. Observe that the bounded sequence $\left\{u_{n}(\cdot)\right\}_{n \in \mathbb{N}}$ has a weakly convergent subsequence $\left\{u_{n_{k}}(\cdot)\right\}_{k \in \mathbb{N}}$ since $\mathcal{U}[t, T]$ is a Hilbert space. Denote the weak limit by $u^{*}(\cdot) \in \mathcal{U}[t, T]$. Since the map $\mathcal{U}[t, T] \ni u(\cdot) \mapsto J(t, x ; u(\cdot))$ is weakly lower-semicontinuous because it is strongly continuous and convex, we have

$$
J\left(t, x ; u^{*}(\cdot)\right) \leq \liminf _{k \rightarrow \infty} J\left(t, x ; u_{n_{k}}(\cdot)\right)=V(t, x)
$$

This implies that $u^{*}(\cdot)$ is an open-loop optimal control of Problem (SLQ) for $(t, x)$. The uniqueness follows from the strict convexity of $u(\cdot) \mapsto J(t, x ; u(\cdot))$. Moreover, (2.13) implies that, for any $(t, x) \in[0, T) \times \mathbb{R}^{n}$,

$$
V^{0}(t, x) \geq J^{0}(t, x ; 0)-\frac{1}{2 \lambda} \mathbb{E} \int_{t}^{T}\left|\mathcal{D} J^{0}(t, x ; 0)(s)\right|^{2} d s
$$

By (2.10) we get the estimate (2.12) for some $\alpha \in \mathbb{R}$ depending on $\lambda>0$. This completes the proof.

Next, we provide a simple sufficient condition for the uniform convexity of the cost functional. Let us introduce the following condition:

Standard Condition. There exists a constant $\delta>0$ such that

$$
\begin{equation*}
G \geq 0, R(\cdot) \geq \delta I_{m}, Q(\cdot)-S(\cdot)^{\top} R(\cdot)^{-1} S(\cdot) \geq 0 \text { a.e. } \tag{2.14}
\end{equation*}
$$

We shall show that if the standard condition (2.14) holds, the cost functional is uniformly convex. To do so, we need the following technical lemma.

Lemma $2.11([1])$. Let $t \in[0, T)$ be given. Then for any $\Theta(\cdot) \in L^{2}\left(t, T ; \mathbb{R}^{m \times n}\right)$, there exists a constant $\gamma>0$ such that

$$
\begin{equation*}
\mathbb{E} \int_{t}^{T}\left|u(s)-\Theta(s) X^{(u)}(s)\right|^{2} d s \geq \gamma \mathbb{E} \int_{t}^{T}|u(s)|^{2} d s, \forall u(\cdot) \in \mathcal{U}[t, T] \tag{2.15}
\end{equation*}
$$

where $X^{(u)}(\cdot)$ is the solution of the following homogeneous linear SDE:

$$
\left\{\begin{array}{l}
d X^{(u)}=\left(A X^{(u)}+B u\right) d s+\left(C X^{(u)}+D u\right) d W, s \in[t, T]  \tag{2.16}\\
X^{(u)}(t)=0
\end{array}\right.
$$

Proof. Observe that the mapping $\mathcal{U}[t, T] \ni u(\cdot) \mapsto X^{(u)}(\cdot) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right)$ is a bounded linear operator. For each $\Theta(\cdot) \in L^{2}\left(t, T ; \mathbb{R}^{m \times n}\right)$, define a bounded linear operator $\mathcal{L}$ on $\mathcal{U}[t, T]$ by

$$
(\mathcal{L} u)(\cdot):=u(\cdot)-\Theta(\cdot) X^{(u)}(\cdot), u(\cdot) \in \mathcal{U}[t, T] .
$$

Then $\mathcal{L}$ is bijective, and its inverse $\mathcal{L}^{-1}$ is given by

$$
\left(\mathcal{L}^{-1} u\right)(\cdot)=u(\cdot)+\mathcal{X}^{(u)}(\cdot), u(\cdot) \in \mathcal{U}[t, T]
$$

where $\mathcal{X}^{(u)}(\cdot)$ is the solution of the SDE

$$
\left\{\begin{array}{l}
d \mathcal{X}^{(u)}=\left((A+B \Theta) \mathcal{X}^{(u)}+B u\right) d s+\left((C+D \Theta) \mathcal{X}^{(u)}+D u\right) d W, s \in[t, T] \\
\mathcal{X}^{(u)}(t)=0
\end{array}\right.
$$

By the inverse mapping theorem, $\mathcal{L}^{-1}$ is a bounded linear operator on $\mathcal{U}[t, T]$ with the operator norm $\left\|\mathcal{L}^{-1}\right\|$ being positive. Thus, for any $u(\cdot) \in \mathcal{U}[t, T]$,

$$
\begin{aligned}
\mathbb{E} \int_{t}^{T}|u(s)|^{2} d s & =\mathbb{E} \int_{t}^{T}\left|\left(\mathcal{L}^{-1} \mathcal{L} u\right)(s)\right|^{2} d s \leq\left\|\mathcal{L}^{-1}\right\|^{2} \mathbb{E} \int_{t}^{T}|(\mathcal{L} u)(s)|^{2} d s \\
& =\left\|\mathcal{L}^{-1}\right\|^{2} \mathbb{E} \int_{t}^{T}\left|u(s)-\Theta(s) X^{(u)}(s)\right|^{2} d s
\end{aligned}
$$

By setting $\gamma:=\left\|\mathcal{L}^{-1}\right\|^{-2}$, we obtain (2.15).

Proposition 2.12 ([1). Assume that the standard condition (2.14) holds. Then the map $u(\cdot) \mapsto J^{0}(0,0 ; u(\cdot))$ is uniformly convex.

Proof. For any $u(\cdot) \in \mathcal{U}[0, T]$, let $X^{(u)}(\cdot)$ be the solution of $\operatorname{SDE}(2.16)$ with $t=0$. Then by Lemma 2.11 (taking $\Theta(\cdot)=-R(\cdot)^{-1} S(\cdot)$ ), we have

$$
\begin{aligned}
J^{0}(0,0 ; u(\cdot)) & =\mathbb{E}\left[\left\langle G X^{(u)}(T), X^{(u)}(T)\right\rangle+\int_{t}^{T}\left\langle\left(\begin{array}{cc}
Q & S^{\top} \\
S & R
\end{array}\right)\binom{X^{(u)}}{u},\binom{X^{(u)}}{u}\right\rangle d s\right] \\
& \geq \mathbb{E} \int_{t}^{T}\left\langle\left(\begin{array}{cc}
Q & S^{\top} \\
S & R
\end{array}\right)\binom{X^{(u)}}{u},\binom{X^{(u)}}{u}\right\rangle d s \\
& =\mathbb{E} \int_{t}^{T}\left\{\left\langle\left(Q-S^{\top} R^{-1} S\right) X^{(u)}, X^{(u)}\right\rangle+\left\langle R\left(u+R^{-1} S X^{(u)}\right), u+R^{-1} S X^{(u)}\right\rangle\right\} d s \\
& \geq \delta \mathbb{E} \int_{t}^{T}\left|u(s)+R(s)^{-1} S(s) X^{(u)}(s)\right|^{2} d s \\
& \geq \delta \gamma \mathbb{E} \int_{t}^{T}|u(s)|^{2} d s, \forall u(\cdot) \in \mathcal{U}[0, T]
\end{aligned}
$$

for some $\gamma>0$. This completes the proof.

## 3 Closed-loop solvability of Problem (SLQ)

In the previous section, we showed that open-loop optimal controls of Problem (SLQ) are characterized by using FBSDEs with constraints. In this section, we investigate closed-loop optimal strategies of Problem (SLQ) by using Riccati equations.

### 3.1 Characterization of closed-loop optimal strategies

Firstly, let us prove the following proposition which provides a useful representation of the cost functional.

Proposition $3.1([1,2])$. Let $t \in[0, T)$ and $u^{*}(\cdot) \in \mathcal{U}[t, T]$ be given. Let $P(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ be the solution to the following Lyapunov equation:

$$
\left\{\begin{array}{l}
\dot{P}+P A+A^{\top} P+C^{\top} P C+Q=0, \text { a.e. } s \in[t, T]  \tag{3.1}\\
P(T)=G
\end{array}\right.
$$

Furthermore, let $(\eta(\cdot), \zeta(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ be the adapted solution to the following BSDE:

$$
\left\{\begin{array}{l}
d \eta=-\left(A^{\top} \eta+C^{\top} \zeta+\left(P B+C^{\top} P D+S^{\top}\right) u^{*}+C^{\top} P \sigma+P b+q\right) d s+\zeta d W  \tag{3.2}\\
\eta(T)=g .
\end{array}\right.
$$

Then for any $x \in \mathbb{R}^{n}$ and $u(\cdot) \in \mathcal{U}[t, T]$, it holds that

$$
\begin{align*}
& J(t, x ; u(\cdot)) \\
& \begin{aligned}
&=\mathbb{E}[\langle P(t) x, x\rangle+2\langle\eta(t), x\rangle \\
&+\int_{t}^{T} \\
& \quad\left\{\langle P \sigma, \sigma\rangle+2\langle\eta, b\rangle+2\langle\zeta, \sigma\rangle-\left\langle\left(R+D^{\top} P D\right) u^{*}, u^{*}\right\rangle\right. \\
&+\left\langle\left(R+D^{\top} P D\right)\left(u-u^{*}\right), u-u^{*}\right\rangle+2\left\langle\left(B^{\top} P+D^{\top} P C+S\right) X, u-u^{*}\right\rangle \\
&\left.\left.\quad+2\left\langle B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho+\left(R+D^{\top} P D\right) u^{*}, u\right\rangle\right\} d s\right]
\end{aligned}
\end{align*}
$$

where $X(\cdot)=X(\cdot ; t, x, u(\cdot))$ is the state process corresponding to $(t, x)$ and $u(\cdot)$.
Proof. By applying Itô's formula to $s \mapsto\langle P(s) X(s), X(s)\rangle+2\langle\eta(s), X(s)\rangle$, we have

$$
\begin{aligned}
\mathbb{E}[\langle G X(T), & X(T)\rangle+2\langle g, X(T)\rangle]-\mathbb{E}[\langle P(t) x, x\rangle+2\langle\eta(t), x\rangle] \\
=\mathbb{E} \int_{t}^{T}\{ & \langle\dot{P} X, X\rangle+2\langle P X, A X+B u+b\rangle+\langle P(C X+D u+\sigma), C X+D u+\sigma\rangle \\
& -2\left\langle A^{\top} \eta+C^{\top} \zeta+\left(P B+C^{\top} P D+S^{\top}\right) u^{*}+C^{\top} P \sigma+P b+q, X\right\rangle \\
& +2\langle\eta, A X+B u+b\rangle+2\langle\zeta, C X+D u+\sigma\rangle\} d s \\
=\mathbb{E} \int_{t}^{T}\{ & \left\langle\left(\dot{P}+P A+A^{\top} P+C^{\top} P C\right) X, X\right\rangle+2\left\langle\left(B^{\top} P+D^{\top} P C\right) X, u\right\rangle+\left\langle D^{\top} P D u, u\right\rangle \\
& \quad-2\left\langle\left(P B+C^{\top} P D+S^{\top}\right) u^{*}+q, X\right\rangle+2\left\langle B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma, u\right\rangle \\
& +\langle P \sigma, \sigma\rangle+2\langle\eta, b\rangle+2\langle\zeta, \sigma\rangle\} d s .
\end{aligned}
$$

Thus, we obtain

$$
\begin{aligned}
& J(t, x ; u(\cdot)) \\
& =\mathbb{E}[\langle G X(T), X(T)\rangle+2\langle g, X(T)\rangle \\
& \left.\quad+\int_{t}^{T}\{\langle Q X, X\rangle+2\langle S X, u\rangle+\langle R u, u\rangle+2\langle q, X\rangle+2\langle\rho, u\rangle\} d s\right] \\
& =\mathbb{E}[\langle P(t), x, x\rangle+2\langle\eta(t), x\rangle \\
& \quad \\
& \quad+\int_{t}^{T}\left\{\left\langle\left(\dot{P}+P A+A^{\top} P+C^{\top} P C+Q\right) X, X\right\rangle+2\left\langle\left(B^{\top} P+D^{\top} P C+S\right) X, u\right\rangle\right. \\
& \quad+\left\langle\left(R+D^{\top} P D\right) u, u\right\rangle-2\left\langle\left(P B+C^{\top} P D+S^{\top}\right) u^{*}, X\right\rangle \\
& \left.\left.\quad+2\left\langle B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho, u\right\rangle+\langle P \sigma, \sigma\rangle+2\langle\eta, b\rangle+2\langle\zeta, \sigma\rangle\right\} d s\right]
\end{aligned}
$$

Since $P(\cdot)$ satisfies Lyapunov equation (3.1), we get (3.3).
By using the above result, we can prove the following proposition which plays a key role in the study of closed-loop optimal strategies of Problem (SLQ).

Proposition $3.2([1,2])$. Let $t \in[0, T)$ be given. Then $u^{*}(\cdot) \in \mathcal{U}[t, T]$ is an open-loop optimal control of Problem (SLQ) for $(t, x)$ for any $x \in \mathbb{R}^{n}$ if and only if the following hold:
(i) The solution $P(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ to Lyapunov equation (3.1) satisfies the following conditions:

$$
\begin{align*}
& R+D^{\top} P D \geq 0 \text { a.e. } s \in[t, T]  \tag{3.4}\\
& B^{\top} P+D^{\top} P C+S=0 \text { a.e. } s \in[t, T] \tag{3.5}
\end{align*}
$$

(ii) The adapted solution $(\eta(\cdot), \zeta(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ to BSDE (3.2) satisfies the following condition:

$$
\begin{equation*}
B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho+\left(R+D^{\top} P D\right) u^{*}=0 \text { a.e. } s \in[t, T] \text { a.s. } \tag{3.6}
\end{equation*}
$$

In this case, the value function admits the following representation:

$$
\begin{aligned}
& V(t, x)=\mathbb{E}[\langle P(t) x, x\rangle+2\langle\eta(t), x\rangle \\
&\left.+\int_{t}^{T}\left\{\langle P \sigma, \sigma\rangle+2\langle\eta, b\rangle+2\langle\zeta, \sigma\rangle-\left\langle\left(R+D^{\top} P D\right) u^{*}, u^{*}\right\rangle\right\} d s\right] \\
& \forall x \in \mathbb{R}^{n}
\end{aligned}
$$

Proof. Suppose that $u^{*}(\cdot) \in \mathcal{U}[t, T]$ is an open-loop optimal control of Problem (SLQ) for $(t, x)$ for any $x \in \mathbb{R}^{n}$. Then by Theorem 2.4 , for any $x \in \mathbb{R}^{n}$, the unique adapted solution of the decoupled FBSDE (2.5) satisfies the stationarity condition (2.4). Noting that $u^{*}(\cdot)$ is independent of $x \in \mathbb{R}^{n}$, by subtracting the adapted solutions of (2.5) corresponding to the initial conditions $x$ and 0 , the later from the former, we see that for any $x \in \mathbb{R}^{n}$, the adapted solution $\left(X_{0}^{t, x}(\cdot), Y_{0}^{t, x}(\cdot), Z_{0}^{t, x}(\cdot)\right)$ to the decoupled FBSDE

$$
\left\{\begin{array}{l}
d X_{0}^{t, x}=A X_{0}^{t, x} d s+C X_{0}^{t, x} d W, s \in[t, T] \\
d Y_{0}^{t, x}=-\left(A^{\top} Y_{0}^{t, x}+C^{\top} Z_{0}^{t, x}+Q X_{0}^{t, x}\right) d s+Z_{0}^{t, x} d W, s \in[t, T] \\
X_{0}^{t, x}(t)=x, Y_{0}^{t, x}(T)=G X_{0}^{t, x}(T)
\end{array}\right.
$$

satisfies

$$
B^{\top} Y_{0}^{t, x}+D^{\top} Z_{0}^{t, x}+S X_{0}^{t, x}=0 \text { a.e. } s \in[t, T] \text { a.s. }
$$

On the other hand, as in the proof of Lemma 2.9 , the solution $\mathbb{X}(t ; \cdot)$ to the matrix-valued $\operatorname{SDE}(2.6)$ and the adapted solution $(\mathbb{Y}(t ; \cdot), \mathbb{Z}(t ; \cdot))$ to the matrix-valued BSDE (2.7) satisfy

$$
\left\{\begin{array}{l}
\mathbb{X}(t ; s) x=X_{0}^{t, x}(s), \mathbb{Y}(t ; s) x=Y_{0}^{t, x}(s), \forall s \in[t, T], \quad \text { a.s., } \forall x \in \mathbb{R}^{n} \\
\mathbb{Z}(t ; s) x=Z_{0}^{t, x}(s), \text { a.e. } s \in[t, T]
\end{array}\right.
$$

Thus, the following holds:

$$
B(s)^{\top} \mathbb{Y}(t ; s)+D(s)^{\top} \mathbb{Z}(t ; s)+Q(s) \mathbb{X}(t ; s)=0 \text { a.e. } s \in[t, T] \text { a.s. }
$$

Applying Itô's formula to $s \mapsto P(s) \mathbb{X}(t ; s)$ on $[t, T]$, we have

$$
\begin{aligned}
d(P(s) \mathbb{X}(t ; s))= & \dot{P}(s) \mathbb{X}(t ; s) d s+P(s) d \mathbb{X}(t ; s) \\
= & -\left(A(s)^{\top} P(s) \mathbb{X}(t ; s)+C(s)^{\top} P(s) C(s) \mathbb{X}(t ; s)+Q(s) \mathbb{X}(t ; s)\right) d s \\
& \quad+P(s) C(s) \mathbb{X}(t ; s) d W(s), s \in[t, T]
\end{aligned}
$$

together with $P(T) \mathbb{X}(t ; T)=G \mathbb{X}(t ; T)$. By the uniqueness of the adapted solution of BSDE (2.7), we see that

$$
\mathbb{Y}(t ; s)=P(s) \mathbb{X}(t ; s) \forall s \in[t, T], \text { and } \mathbb{Z}(t ; s)=P(s) C(s) \mathbb{X}(t ; s) \text { a.e. } s \in[t, T] \text { a.s. }
$$

Thus, the following holds:

$$
\left(B(s)^{\top} P(s)+D(s)^{\top} P(s) C(s)+Q(s)\right) \mathbb{X}(t ; s)=0 \text { a.e. } s \in[t, T] \text { a.s. }
$$

Since $\mathbb{X}(t ; s)$ is invertible for any $s \in[t, T]$ a.s., we obtain the equality (3.5). Next, take any $x \in \mathbb{R}^{n}$, and let $\left(X^{*}(\cdot), Y^{*}(\cdot), Z^{*}(\cdot)\right)$ be the adapted solution to the decoupled FBSDE (2.5). Define $(\eta(\cdot), \zeta(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ by

$$
\left\{\begin{array}{l}
\eta:=Y^{*}-P X^{*} \\
\zeta:=Z^{*}-P\left(C X^{*}+D u^{*}+\sigma\right)
\end{array}\right.
$$

Then $\eta(T)=g$, and

$$
\begin{aligned}
d \eta= & d Y^{*}-\dot{P} X^{*} d s-P d X^{*} \\
= & -\left(A^{\top} Y^{*}+C^{\top} Z^{*}+Q X^{*}+S^{\top} u^{*}+q+\dot{P} X^{*}+P\left(A X^{*}+B u^{*}+b\right)\right) d s \\
& \quad+\left(Z^{*}-P\left(C X^{*}+D u^{*}+\sigma\right)\right) d W \\
= & -\left(A^{\top} \eta+C^{\top} \zeta+C^{\top} P\left(D u^{*}+\sigma\right)+S^{\top} u^{*}+P\left(B u^{*}+b\right)+q\right) d s+\zeta d W \\
= & -\left(A^{\top} \eta+C^{\top} \zeta+\left(P B+C^{\top} P D+S^{\top}\right) u^{*}+C^{\top} P \sigma+P b+q\right) d s+\zeta d W .
\end{aligned}
$$

Thus, $(\eta(\cdot), \zeta(\cdot))$ is the adapted solution to BSDE (3.2). By the stationarity condition (2.4), together with (3.5), we have

$$
\begin{aligned}
0 & =B^{\top} Y^{*}+D^{\top} Z^{*}+S X^{*}+R u^{*}+\rho \\
& =B^{\top}\left(\eta+P X^{*}\right)+D^{\top}\left(\zeta+P\left(C X^{*}+D u^{*}+\sigma\right)\right)+S X^{*}+R u^{*}+\rho \\
& =B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho+\left(R+D^{\top} P D\right) u^{*}+\left(B^{\top} P+D^{\top} P C+S\right) X^{*} \\
& =B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho+\left(R+D^{\top} P D\right) u^{*},
\end{aligned}
$$

which is (3.6).

Conversely, if the solution $P(\cdot)$ to Lyapunov equation (3.1) satisfies (3.5), and the adapted solution $(\eta(\cdot), \zeta(\cdot))$ to BSDE (3.2) satisfies (3.6), then by Proposition 3.1 we see that, for any $x \in \mathbb{R}^{n}$ and any $u(\cdot) \in \mathcal{U}[t, T]$,

$$
\begin{aligned}
J(t, x ; u(\cdot))=\mathbb{E}[\langle P(t) x, x\rangle & +2\langle\eta(t), x\rangle \\
& \quad+\int_{t}^{T}\left\{\langle P \sigma, \sigma\rangle+2\langle\eta, b\rangle+2\langle\zeta, \sigma\rangle-\left\langle\left(R+D^{\top} P D\right) u^{*}, u^{*}\right\rangle\right. \\
& \left.\left.\quad+\left\langle\left(R+D^{\top} P D\right)\left(u-u^{*}\right), u-u^{*}\right\rangle\right\} d s\right]
\end{aligned}
$$

Consequently,

$$
J(t, x ; u(\cdot))-J\left(t, x ; u^{*}(\cdot)\right)=\mathbb{E} \int_{t}^{T}\left\langle\left(R+D^{\top} P D\right)\left(u-u^{*}\right), u-u^{*}\right\rangle d s
$$

It follows that

$$
J\left(t, x ; u^{*}(\cdot)\right) \leq J(t, x ; u(\cdot)) \forall u(\cdot) \in \mathcal{U}[t, T], \forall x \in \mathbb{R}^{n}
$$

if and only if

$$
R+D^{\top} P D \geq 0 \text { a.e. } s \in[t, T] .
$$

This proves the sufficiency, as well as the necessity of (3.4).
We now characterize closed-loop optimal strategies of Problem (SLQ).
Theorem $3.3([1,2])$. Let $t \in[0, T)$ be given. Then $\left(\Theta^{*}(\cdot), v^{*}(\cdot)\right) \in \mathcal{Q}[t, T] \times \mathcal{U}[t, T]$ is a closed-loop optimal strategy of Problem (SLQ) on $[t, T]$ if and only if the following hold:
(i) The solution $P(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ to the Lyapunov equation

$$
\left\{\begin{array}{l}
\dot{P}+P A+A^{\top} P+C^{\top} P C+Q+\left(\Theta^{*}\right)^{\top}\left(R+D^{\top} P D\right) \Theta^{*}  \tag{3.7}\\
\quad+\left(P B+C^{\top} P D+S^{\top}\right) \Theta^{*}+\left(\Theta^{*}\right)^{\top}\left(B^{\top} P+D^{\top} P C+S\right)=0, \text { a.e. } s \in[t, T], \\
P(T)=G,
\end{array}\right.
$$

satisfies the following conditions:

$$
\begin{align*}
& R+D^{\top} P D \geq 0 \text { a.e. } s \in[t, T]  \tag{3.8}\\
& B^{\top} P+D^{\top} P C+S+\left(R+D^{\top} P D\right) \Theta^{*}=0 \text { a.e. } s \in[t, T] \tag{3.9}
\end{align*}
$$

(ii) The adapted solution $(\eta(\cdot), \zeta(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ to the BSDE

$$
\left\{\begin{array}{l}
d \eta=-\left(A^{\top} \eta+C^{\top} \zeta+\left(P B+C^{\top} P D+S^{\top}\right) v^{*}+C^{\top} P \sigma+P b+q\right) d s+\zeta d W  \tag{3.10}\\
\eta(T)=g,
\end{array} s \in[t, T],\right.
$$

satisfies the following condition:

$$
\begin{equation*}
B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho+\left(R+D^{\top} P D\right) v^{*}=0 \text { a.e. } s \in[t, T] \text { a.s. } \tag{3.11}
\end{equation*}
$$

In this case, the value function admits the following representation:

$$
\begin{aligned}
& V(t, x)=\mathbb{E}[\langle P(t) x, x\rangle+2\langle\eta(t), x\rangle \\
&\left.+\int_{t}^{T}\left\{\langle P \sigma, \sigma\rangle+2\langle\eta, b\rangle+2\langle\zeta, \sigma\rangle-\left\langle\left(R+D^{\top} P D\right) v^{*}, v^{*}\right\rangle\right\} d s\right] \\
& \forall x \in \mathbb{R}^{n}
\end{aligned}
$$

Proof. For each $\Theta^{*}(\cdot) \in \mathcal{Q}[t, T]$, the cost functional $\mathcal{J}\left(t, x ; \Theta^{*}(\cdot), v(\cdot)\right)$ can also be written as

$$
\begin{aligned}
& \mathcal{J}(t, x ;\left.; \Theta^{*}(\cdot), v(\cdot)\right) \\
&=\mathbb{E} {[\langle G \mathcal{X}(T), \mathcal{X}(T)\rangle+2\langle g, \mathcal{X}(T)\rangle} \\
&\left.+\int_{t}^{T}\left\{\left\langle\left(\begin{array}{cc}
Q & S^{\top} \\
S & R
\end{array}\right)\binom{\mathcal{X}}{\Theta^{*} \mathcal{X}+v},\binom{\mathcal{X}}{\Theta^{*} \mathcal{X}+v}\right\rangle+2\left\langle\binom{ q}{\rho},\binom{\mathcal{X}}{\Theta^{*} \mathcal{X}+v}\right\rangle\right\} d s\right] \\
&=\mathbb{E}[\langle\tilde{G} \mathcal{X}(T), \mathcal{X}(T)\rangle+2\langle\tilde{g}, \mathcal{X}(T)\rangle \\
&\left.+\int_{t}^{T}\left\{\left\langle\left(\begin{array}{cc}
\tilde{Q} & \tilde{S}^{\top} \\
\tilde{S} & \tilde{R}
\end{array}\right)\binom{\mathcal{X}}{v},\binom{\mathcal{X}}{v}\right\rangle+2\left\langle\binom{\tilde{q}}{\tilde{\rho}},\binom{\mathcal{X}}{v}\right\rangle\right\} d s\right]
\end{aligned}
$$

with $\mathcal{X}(\cdot)$ being the solution of the SDE

$$
\left\{\begin{array}{l}
d \mathcal{X}=(\tilde{A} \mathcal{X}+\tilde{B} v+\tilde{b}) d s+(\tilde{C} \mathcal{X}+\tilde{D} v+\tilde{\sigma}) d W, s \in[t, T]  \tag{3.12}\\
\mathcal{X}(t)=x
\end{array}\right.
$$

where we set

$$
\left\{\begin{array}{l}
\tilde{A}:=A+B \Theta^{*}, \tilde{B}:=B, \tilde{C}:=C+D \Theta^{*}, \tilde{D}:=D  \tag{3.13}\\
\tilde{Q}:=Q+S^{\top} \Theta^{*}+\left(\Theta^{*}\right)^{\top} S+\left(\Theta^{*}\right)^{\top} R \Theta^{*} \\
\tilde{R}:=R, \tilde{S}:=S+R \Theta^{*}, \tilde{G}:=G
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\tilde{b}:=b, \tilde{\sigma}:=\sigma,  \tag{3.14}\\
\tilde{q}:=q+\left(\Theta^{*}\right)^{\top} \rho, \tilde{\rho}:=\rho, \tilde{g}:=g
\end{array}\right.
$$

Note that (by setting $\Theta^{*}(s):=0$ for any $s \in[0, t)$ ) the coefficients $(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D}, \tilde{Q}, \tilde{R}, \tilde{S}, \tilde{G})$ and the inhomogeneous terms ( $\tilde{b}, \tilde{\sigma}, \tilde{q}, \tilde{\rho}, \tilde{g})$ satisfy the same conditions as in (1.3)-1.4). By the equivalent definition (ii) in Lemma 1.6 of the closed-loop optimality for Problem (SLQ), $\left(\Theta^{*}(\cdot), v^{*}(\cdot)\right) \in \mathcal{Q}[t, T] \times \mathcal{U}[t, T]$ is a closed-loop optimal strategy of Problem (SLQ) on $[t, T]$ if and only if for any $x \in \mathbb{R}^{n}, v^{*}(\cdot)$ is an open-loop optimal control for $(t, x)$ of the problem:

Minimize $\mathcal{J}\left(t, x ; \Theta^{*}(\cdot), v(\cdot)\right)$ over $v(\cdot) \in \mathcal{U}[t, T]$,
subject to (3.12). By Proposition 3.2, this is equivalent to the following:
(i)' The solution $P(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ to the Lyapunov equation

$$
\left\{\begin{array}{l}
\dot{P}+P\left(A+B \Theta^{*}\right)+\left(A+B \Theta^{*}\right)^{\top} P+\left(C+D \Theta^{*}\right)^{\top} P\left(C+D \Theta^{*}\right) \\
\quad+Q+S^{\top} \Theta^{*}+\left(\Theta^{*}\right)^{\top} S+\left(\Theta^{*}\right)^{\top} R \Theta^{*}=0, \text { a.e. } s \in[t, T] \\
P(T)=G,
\end{array}\right.
$$

satisfies the following conditions:

$$
\begin{aligned}
& R+D^{\top} P D \geq 0 \text { a.e. } s \in[t, T] \\
& B^{\top} P+D^{\top} P\left(C+D \Theta^{*}\right)+S+R \Theta^{*}=0 \text { a.e. } s \in[t, T]
\end{aligned}
$$

(ii)' The adapted solution $(\eta(\cdot), \zeta(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ to the BSDE

$$
\left\{\begin{array}{l}
d \eta=-\left\{\left(A+B \Theta^{*}\right)^{\top} \eta+\left(C+D \Theta^{*}\right)^{\top} \zeta+\left(P B+\left(C+D \Theta^{*}\right)^{\top} P D+\left(S+R \Theta^{*}\right)^{\top}\right) v^{*}\right.  \tag{3.15}\\
\left.\quad+\left(C+D \Theta^{*}\right)^{\top} P \sigma+P b+q+\left(\Theta^{*}\right)^{\top} \rho\right\} d s+\zeta d W, s \in[t, T] \\
\eta(T)=g,
\end{array}\right.
$$

satisfies the following condition:

$$
B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho+\left(R+D^{\top} P D\right) v^{*}=0 \text { a.e. } s \in[t, T] \text { a.s. }
$$

By a simple calculation we see that (i)' and (i) are equivalent. Furthermore, noting that BSDE (3.15) can also be written as

$$
\left\{\begin{aligned}
d \eta=- & \left\{A^{\top} \eta+C^{\top} \zeta+\left(P B+C^{\top} P D+S^{\top}\right) v^{*}+C^{\top} P \sigma+P b+q\right. \\
& \left.+\left(\Theta^{*}\right)^{\top}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho+\left(R+D^{\top} P D\right) v^{*}\right)\right\} d s+\zeta d W, s \in[t, T] \\
\eta(T)= & g
\end{aligned}\right.
$$

we see that (ii)' and (ii) are equivalent. This completes the proof.
An equivalent statement of Theorem 3.3 is as follows.
Theorem 3.4 ([1, 2]). Let $t \in[0, T)$ be given. Then Problem (SLQ) is closed-loop solvable on $[t, T]$ if and only if the following hold:
(i) The Riccati equation

$$
\left\{\begin{array}{l}
\dot{P}+P A+A^{\top} P+C^{\top} P C+Q  \tag{3.16}\\
\quad-\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} P+D^{\top} P C+S\right)=0, \text { a.e. } s \in[t, T] \\
P(T)=G
\end{array}\right.
$$

admits a solution $P(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ such that

$$
\begin{align*}
& R+D^{\top} P D \geq 0 \text { a.e. } s \in[t, T]  \tag{3.17}\\
& \mathcal{R}\left(B^{\top} P+D^{\top} P C+S\right) \subset \mathcal{R}\left(R+D^{\top} P D\right) \text { a.e. } s \in[t, T],  \tag{3.18}\\
& \left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} P+D^{\top} P C+S\right) \in L^{2}\left(t, T ; \mathbb{R}^{m \times n}\right) \tag{3.19}
\end{align*}
$$

(ii) The adapted solution $(\eta(\cdot), \zeta(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ to the BSDE

$$
\left\{\begin{align*}
d \eta=-\{ & \left(A^{\top}-\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger} B^{\top}\right) \eta  \tag{3.20}\\
& +\left(C^{\top}-\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger} D^{\top}\right) \zeta \\
& +\left(C^{\top}-\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger} D^{\top}\right) P \sigma \\
& \left.-\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger} \rho+P b+q\right\} d s \\
\eta(T)=g & +\zeta d W, s \in[t, T]
\end{align*}\right.
$$

satisfies the following conditions:

$$
\begin{align*}
& B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho \in \mathcal{R}\left(R+D^{\top} P D\right) \text { a.e. } s \in[t, T] \text { a.s. }  \tag{3.21}\\
& \left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right) \in L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{m}\right) \tag{3.22}
\end{align*}
$$

In this case, any closed-loop optimal strategy $\left(\Theta^{*}(\cdot), v^{*}(\cdot)\right) \in \mathcal{Q}[t, T] \times \mathcal{U}[t, T]$ of Problem (SLQ) on $[t, T]$ admits the representation

$$
\begin{align*}
\Theta^{*}=-(R+ & \left.D^{\top} P D\right)^{\dagger}\left(B^{\top} P+D^{\top} P C+S\right) \\
& \quad+\left(I_{m}-\left(R+D^{\top} P D\right)^{\dagger}\left(R+D^{\top} P D\right)\right) \Pi  \tag{3.23}\\
v^{*}=-(R+ & \left.D^{\top} P D\right)^{\dagger}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right) \\
& +\left(I_{m}-\left(R+D^{\top} P D\right)^{\dagger}\left(R+D^{\top} P D\right)\right) \nu \tag{3.24}
\end{align*}
$$

for some $\Pi(\cdot) \in L^{2}\left(t, T ; \mathbb{R}^{m \times n}\right)$ and $\nu(\cdot) \in L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{m}\right)$, and the value function admits the following representation:

$$
\begin{aligned}
& V(t, x)=\mathbb{E}[\langle P(t) x, x\rangle+2\langle\eta(t), x\rangle \\
&+ \int_{t}^{T}\{\langle P \sigma, \sigma\rangle+2\langle\eta, b\rangle+2\langle\zeta, \sigma\rangle \\
&\left.\left.-\left\langle\left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right), B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right\rangle\right\} d s\right]
\end{aligned}
$$

$$
\begin{equation*}
\forall x \in \mathbb{R}^{n} \tag{3.25}
\end{equation*}
$$

Proof. Note that the condition (3.9) is equivalent to (3.18-3.19), and $\Theta^{*}(\cdot)$ admits the representation (3.23) for some $\Pi(\cdot) \in L^{2}\left(t, T ; \mathbb{R}^{m \times n}\right)$. In this case, we have

$$
\left(\Theta^{*}\right)^{\top}\left(R+D^{\top} P D\right) \Theta^{*}=\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} P+D^{\top} P C+S\right)
$$

and

$$
\begin{aligned}
& \left(P B+C^{\top} P D+S^{\top}\right) \Theta^{*}=\left(\Theta^{*}\right)^{\top}\left(B^{\top} P+D^{\top} P C+S\right) \\
& =-\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} P+D^{\top} P C+S\right)
\end{aligned}
$$

By inserting the above to (3.7), we obtain Riccati equation (3.16). Similarly, the condition (3.11) is equivalent to (3.21)-(3.22), and $v^{*}(\cdot)$ admits the representation (3.24) for some $\nu(\cdot) \in L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{m}\right)$. In this case, we have that

$$
\begin{aligned}
\left(P B+C^{\top} P D+S^{\top}\right) v^{*}=- & \left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right) \\
& +\left(P B+C^{\top} P D+S^{\top}\right)\left(I_{m}-\left(R+D^{\top} P D\right)^{\dagger}\left(R+D^{\top} P D\right)\right) \nu \\
=- & \left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right) .
\end{aligned}
$$

Thus, (3.10) becomes BSDE (3.20). Similarly, we have

$$
\begin{aligned}
& \left\langle\left(R+D^{\top} P D\right) v^{*}, v^{*}\right\rangle \\
& =\left\langle\left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right), B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right\rangle,
\end{aligned}
$$

proving (3.25). This completes the proof.
In the case of the homogeneous problem, the adapted solution $(\eta(\cdot), \zeta(\cdot))$ to $\operatorname{BSDE}(3.15)$ is $(\eta(\cdot), \zeta(\cdot))=(0,0)$, and hence satisfies the conditions (3.21)-3.22) automatically. Thus the closed-loop solvability of Problem (SLQ) ${ }^{0}$ is completely characterized by Riccati equation (3.16).

Corollary $3.5([1])$. Let $t \in[0, T)$ be given. Then Problem (SLQ) ${ }^{0}$ is closed-loop solvable on $[t, T]$ if and only if Riccati equation (3.16) admits a solution $P(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ satisfying (3.17)-(3.19). In this case, the value function admits the following representation:

$$
V^{0}(t, x)=\langle P(t) x, x\rangle, \forall x \in \mathbb{R}^{n}
$$

Corollary 3.6 ([1]). Let $t \in[0, T)$ be given. If Problem (SLQ) is closed-loop solvable on $[t, T]$, then Problem $(S L Q)^{0}$ is closed-loop solvable on $[t, T]$.

Theorem 3.4 shows that the closed-loop solvability of Problem (SLQ) is characterized by the existence of a solution to Riccati equation (3.16) with certain regularity. Now let us introduce the following definition.

Definition 3.7. Let $P(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ be a solution to Riccati equation (3.16) on $[t, T]$.
(i) We say that the solution $P(\cdot)$ is regular if (3.17)-(3.19) hold.
(ii) We say that the solution $P(\cdot)$ is strongly regular if there exists a constant $\lambda>0$ such that

$$
R+D^{\top} P D \geq \lambda I_{m} \text { a.e. } s \in[t, T] .
$$

Riccati equation (3.16) is said to be (strongly) regularly solvable on $[t, T]$ when a (strongly) regular solution exists.

Clearly, if $P(\cdot)$ is strongly regular, then it is regular. The following result shows that the regular solution to Riccati equation (3.16) is unique.

Corollary 3.8 ([1). Riccati equation (3.16) admits at most one regular solution $P(\cdot) \in$ $C\left([t, T] ; \mathbb{S}^{n}\right)$.

Proof. Suppose $P(\cdot)$ is a regular solution of Riccati equation (3.16) on $[t, T]$. Consider Problem (SLQ) ${ }^{0}$. By Corollary 3.5 we have

$$
V^{0}(t, x)=\langle P(t) x, x\rangle, \forall x \in \mathbb{R}^{n}
$$

Now, if $\bar{P}(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ is another regular solution of Riccati equation (3.16) on $[t, T]$, for the same reason, we have

$$
V^{0}(t, x)=\langle\bar{P}(t) x, x\rangle, \forall x \in \mathbb{R}^{n}
$$

Hence, $P(t)=\bar{P}(t)$. By considering Problem (SLQ) on $[s, T], t<s<T$, we obtain

$$
P(s)=\bar{P}(s), \forall s \in[t, T] .
$$

This proves our claim.
The following is concerned with the unique closed-loop solvability of Problem (SLQ).
Corollary 3.9 ( 1$]$ ). Let $t \in[0, T)$ be given. If Riccati equation (3.16) is strongly regularly solvable on $[t, T]$, then Problem ( $S L Q$ ) is uniquely closed-loop solvable on $[t, T]$, and the closed-loop optimal strategy $\left(\Theta^{*}(\cdot), v^{*}(\cdot)\right)$ is given by

$$
\begin{aligned}
& \Theta^{*}=-\left(R+D^{\top} P D\right)^{-1}\left(B^{\top} P+D^{\top} P C+S\right) \\
& v^{*}=-\left(R+D^{\top} P D\right)^{-1}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right)
\end{aligned}
$$

where $(\eta(\cdot), \zeta(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ is the adapted solution to BSDE (3.15).
Proof. If $P(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ is the strongly regular solution to Riccati equation (3.16) on $[t, T]$, then the adapted solution $(\eta(\cdot), \zeta(\cdot))$ of BSDE (3.15) satisfies the conditions (3.21)(3.22) automatically. By applying Theorem 3.4, we get the desired result.

### 3.2 Solvability of the Riccati equation

To summarize the results we have proved until now, we obtain the following diagram:

where the standard condition is given by (2.14), and "RE" stands for Riccati equation (3.16).
Our next goal is to show the following equivalence:


In order to prove this equivalence, we need the following lemma.
Lemma $3.10([1])$. Let $\lambda>0$ be fixed. Assume that the map $u(\cdot) \mapsto J^{0}(0,0 ; u(\cdot))$ is $\lambda$ uniformly convex. Then for any $\Theta(\cdot) \in L^{2}\left(0, T ; \mathbb{R}^{m \times n}\right)$, the solution $P(\cdot) \in C\left([0, T] ; \mathbb{S}^{n}\right)$ to the Lyapunov equation

$$
\left\{\begin{array}{l}
\dot{P}+P(A+B \Theta)+(A+B \Theta)^{\top} P+C^{\top} P C  \tag{3.26}\\
\quad+Q+S^{\top} \Theta+\Theta^{\top} S+\Theta^{\top} R \Theta=0, \text { a.e. } s \in[0, T] \\
P(T)=G
\end{array}\right.
$$

satisfies

$$
\begin{equation*}
R+D^{\top} P D \geq \lambda I_{m} \text { a.e. } s \in[0, T] \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
P \geq \alpha I_{m} \forall s \in[0, T] \tag{3.28}
\end{equation*}
$$

where $\alpha=\alpha(\lambda) \in \mathbb{R}$ is the constant appearing in (2.12.
Proof. Let $\Theta(\cdot) \in L^{2}\left(0, T ; \mathbb{R}^{m \times n}\right)$, and let $P(\cdot)$ be the solution to (3.26). For any $v(\cdot) \in$ $\mathcal{U}[0, T]$, let $\mathcal{X}_{0}(\cdot) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}^{n}\right)\right)$ be the solution of the SDE

$$
\left\{\begin{array}{l}
d \mathcal{X}_{0}=\left((A+B \Theta) \mathcal{X}_{0}+B v\right) d s+\left((C+D \Theta) \mathcal{X}_{0}+D v\right) d W, s \in[0, T] \\
\mathcal{X}_{0}(0)=0
\end{array}\right.
$$

By applying Proposition 3.1 to the coefficients $(A, B, C, D, Q, R, S, G)$ and the inhomogeneous terms ( $b, \sigma, q, \rho, g$ ) replaced by

$$
\left\{\begin{array}{l}
\tilde{A}:=A+B \Theta, \tilde{B}:=B, \tilde{C}:=C+D \Theta, \tilde{D}:=D  \tag{3.29}\\
\tilde{Q}:=Q+S^{\top} \Theta+\Theta^{\top} S+\Theta^{\top} R \Theta \\
\tilde{R}:=R, \tilde{S}:=S+R \Theta, \tilde{G}:=G
\end{array}\right.
$$

and

$$
\begin{equation*}
\tilde{b}:=0, \tilde{\sigma}:=0, \tilde{q}:=0, \tilde{\rho}:=0, \tilde{g}:=0 \tag{3.30}
\end{equation*}
$$

respectively, together with the $\lambda$-uniform convexity of $u(\cdot) \mapsto J^{0}(0,0 ; u(\cdot))$, we obtain

$$
\begin{aligned}
\lambda \mathbb{E} \int_{0}^{T}\left|\Theta(s) \mathcal{X}_{0}(s)+v(s)\right|^{2} d s & \leq J^{0}\left(0,0 ; \Theta(\cdot) \mathcal{X}_{0}(\cdot)+v(\cdot)\right) \\
= & \mathbb{E} \int_{0}^{T}\left\{2\left\langle\left(B^{\top} P+D^{\top} P(C+D \Theta)+S+R \Theta\right) \mathcal{X}_{0}, v\right\rangle\right. \\
& \left.+\left\langle\left(R+D^{\top} P D\right) v, v\right\rangle\right\} d s
\end{aligned}
$$

Hence, for any $v(\cdot) \in \mathcal{U}[0, T]$, the following holds:

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T}\left\{2\left\langle\left(B^{\top} P+D^{\top} P C+S+\left(R+D^{\top} P D-\lambda I_{m}\right) \Theta\right) \mathcal{X}_{0}, v\right\rangle\right. \\
& \left.+\left\langle\left(R+D^{\top} P D-\lambda I_{m}\right) v, v\right\rangle\right\} d s \\
& \geq \lambda \mathbb{E} \int_{0}^{T}\left|\Theta(s) \mathcal{X}_{0}(s)\right|^{2} d s \geq 0 \tag{3.31}
\end{align*}
$$

Now, fix $u \in \mathbb{R}^{m}$, and take $v(s)=u_{0} \mathbb{1}_{[t, t+h)}(s)$ with $0 \leq t<t+h \leq T$. Then

$$
\left\{\begin{array}{l}
d \mathbb{E} \mathcal{X}_{0}(s)=\left((A(s)+B(s) \Theta(s)) \mathbb{E} \mathcal{X}_{0}(s)+B(s) u_{0} \mathbb{1}_{[t, t+h)}(s)\right) d s, s \in[0, T] \\
\mathbb{E} \mathcal{X}_{0}(0)=0
\end{array}\right.
$$

By the variation of constants formula, we have

$$
\mathbb{E} \mathcal{X}_{0}(s)= \begin{cases}0, & s \in[0, t) \\ \Phi(s) \int_{t}^{s \wedge(t+h)} \Phi(r)^{-1} B(r) u_{0} d r, & s \in[t, T]\end{cases}
$$

where $\Phi(\cdot)$ is the solution of the following matrix-valued ODE:

$$
\left\{\begin{array}{l}
\dot{\Phi}=(A+\Theta) \Phi, \text { a.e. } s \in[0, T] \\
\Phi(0)=I_{n}
\end{array}\right.
$$

Consequently, (3.31) becomes

$$
\begin{gathered}
\int_{t}^{t+h}\left\{2\left\langle\left(B^{\top} P+D^{\top} P C+S+\left(R+D^{\top} P D-\lambda I_{m}\right) \Theta\right) \Phi(s) \int_{t}^{s} \Phi(r)^{-1} B(r) u_{0} d r, u_{0}\right\rangle\right. \\
\left.+\left\langle\left(R+D^{\top} P D-\lambda I_{m}\right) u_{0}, u_{0}\right\rangle\right\} d s
\end{gathered}
$$

$\geq 0$.

Dividing both sides of the above by $h$ and letting $h \downarrow 0$, we obtain

$$
\left\langle\left(R+D^{\top} P D-\lambda I_{m}\right) u_{0}, u_{0}\right\rangle \geq 0 \text { a.e. } s \in[0, T], \forall u_{0} \in \mathbb{R}^{m}
$$

The inequality (3.27) follows.
To prove 3.28), for any $(t, x) \in[0, T) \times \mathbb{R}^{n}$, let $\mathcal{X}(\cdot) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right)$ be the solution of the SDE

$$
\left\{\begin{array}{l}
d \mathcal{X}=(A+B \Theta) \mathcal{X} d s+(C+D \Theta) \mathcal{X} d W, s \in[t, T] \\
\mathcal{X}(t)=x
\end{array}\right.
$$

By Propositions 2.10 and 3.1 (with the coefficients (3.29) and the inhomogeneous terms (3.30), we have

$$
\alpha|x|^{2} \leq V^{0}(t, x) \leq J^{0}(t, x ; \Theta(\cdot) \mathcal{X}(\cdot))=\langle P(t) x, x\rangle
$$

The inequality (3.28) therefore follows.
Theorem 3.11 ([1]). The following are equivalent:
(i) The map $u(\cdot) \mapsto J^{0}(0,0 ; u(\cdot))$ is uniformly convex;
(ii) Riccati equation (3.16) is strongly regularly solvable on $[0, T]$.

Proof. (i) $\Rightarrow$ (ii): Let $\lambda>0$ be given, and assume the map $u(\cdot) \mapsto J^{0}(0,0 ; u(\cdot))$ is $\lambda$-uniformly convex. Let $P_{0}(\cdot) \in C\left([0, T] ; \mathbb{S}^{n}\right)$ be the solution of the Lyapunov equation

$$
\left\{\begin{array}{l}
\dot{P}_{0}+P_{0} A+A^{\top} P_{0}+C^{\top} P_{0} C+Q=0, \text { a.e. } s \in[0, T], \\
P_{0}(T)=G .
\end{array}\right.
$$

Applying Lemma 3.10 with $\Theta(\cdot)=0$, we obtain that

$$
R+D^{\top} P_{0} D \geq \lambda I_{m} \text { a.e. } s \in[0, T] \text { and } P_{0} \geq \alpha I_{n} \forall s \in[0, T] .
$$

Next, inductively, for $i=0,1,2, \ldots$, we set

$$
\Theta_{i}:=-\left(R+D^{\top} P_{i} R\right)^{-1}\left(B^{\top} P_{i}+D^{\top} P_{i} C+S\right),
$$

and

$$
A_{i}:=A+B \Theta_{i}, \quad C_{i}:=C+D \Theta_{i}, \quad Q_{i}:=Q+S^{\top} \Theta_{i}+\Theta_{i}^{\top} S+\Theta_{i}^{\top} R \Theta_{i}
$$

and let $P_{i+1}(\cdot) \in C\left([0, T] ; \mathbb{S}^{n}\right)$ be the solution of the Lyapunov equation

$$
\left\{\begin{array}{l}
\dot{P}_{i+1}+P_{i+1} A_{i}+A_{i}^{\top} P_{i+1}+C_{i}^{\top} P_{i+1} C_{i}+Q_{i}=0, \text { a.e. } s \in[0, T], \\
P_{i+1}(T)=G .
\end{array}\right.
$$

By Lemma 3.10, we see that

$$
R+D^{\top} P_{i} D \geq \lambda I_{m} \text { a.e. } s \in[0, T] \text { and } P_{i} \geq \alpha I_{n} \forall s \in[0, T], \forall i \in \mathbb{N} .
$$

We now claim that $\left\{P_{i}(\cdot)\right\}_{i \in \mathbb{N}}$ converges in $C\left([0, T] ; \mathbb{S}^{n}\right)$. To show this, let

$$
\Delta_{i}:=P_{i}-P_{i+1}, i \in \mathbb{N}
$$

Then for each $i \in \mathbb{N}$, we have

$$
\begin{aligned}
-\dot{\Delta}_{i}= & P_{i} A_{i-1}+A_{i-1}^{\top} P_{i}+C_{i-1}^{\top} P_{i} C_{i-1}+Q_{i-1}-P_{i+1} A_{i}-A_{i}^{\top} P_{i+1}-C_{i}^{\top} P_{i+1} C_{i}-Q_{i} \\
= & \Delta_{i} A_{i}+A_{i}^{\top} \Delta_{i}+C_{i}^{\top} \Delta_{i} C_{i}+P_{i}\left(A_{i-1}-A_{i}\right)+\left(A_{i-1}-A_{i}\right)^{\top} P_{i} \\
& +C_{i-1}^{\top} P_{i} C_{i-1}-C_{i}^{\top} O_{i+1} C_{i}+Q_{i-1}-Q_{i} .
\end{aligned}
$$

By setting $\Lambda_{i}:=\Theta_{i-1}-\Theta_{i}$, we have the following:

$$
\left\{\begin{array}{l}
A_{i-1}-A_{i}=B \Lambda_{i}, C_{i-1}-C_{i}=D \Lambda_{i} \\
C_{i-1}^{\top} P_{i} C_{i-1}-C_{i}^{\top} P_{i+1} C_{i}=\Lambda_{i}^{\top} D^{\top} P_{i} D \Lambda_{i}+C_{i}^{\top} P_{i} D \Lambda_{i}+\Lambda_{i}^{\top} D^{\top} P_{i} C_{i} \\
Q_{i-1}-Q_{i}=\Lambda_{i}^{\top} R \Lambda_{i}+\Lambda_{i}^{\top} R \Theta_{i}+\Theta_{i}^{\top} R \Lambda_{i}+S^{\top} \Lambda_{i}+\Lambda_{i}^{\top} S
\end{array}\right.
$$

Thus, we obtain

$$
\begin{align*}
& -\left(\dot{\Delta}_{i}+\Delta_{i} A_{i}+A_{i}^{\top} \Delta_{i}+C_{i}^{\top} \Delta_{i} C_{i}\right) \\
& =P_{i} B \Lambda_{i}+\Lambda_{i}^{\top} B^{\top} P_{i}+\Lambda_{i}^{\top} D^{\top} P_{i} D \Lambda_{i}+C_{i}^{\top} P_{i} D \Lambda_{i}+\Lambda_{i}^{\top} D^{\top} P_{i} C_{i} \\
& \quad \quad+\Lambda_{i}^{\top} R \Lambda_{i}+\Lambda_{i}^{\top} R \Theta_{i}+\Theta_{i}^{\top} R \Lambda_{i}+S^{\top} \Lambda_{i}+\Lambda_{i}^{\top} S \\
& = \\
& \quad \Lambda_{i}^{\top}\left(R+D^{\top} P_{i} D\right) \Lambda_{i} \\
& \quad \quad \quad+\left(P_{i} B+C_{i}^{\top} P_{i} D+\Theta_{i}^{\top} R+S^{\top}\right) \Lambda_{i}+\Lambda_{i}^{\top}\left(B^{\top} P_{i}+D^{\top} P_{i} C_{i}+R \Theta_{i}+S\right)  \tag{3.32}\\
& = \\
& \quad \Lambda_{i}^{\top}\left(R+D^{\top} P_{i} D\right) \Lambda_{i},
\end{align*}
$$

where the last equality follows from the following:

$$
B^{\top} P_{i}+D^{\top} P_{i} C_{i}+R \Theta_{i}+S=B^{\top} P_{i}+D^{\top} P_{i} C+S+\left(R+D^{\top} P_{i} D\right) \Theta_{i}=0
$$

The equation (3.32), together with $\Delta_{i}(T)=0$, implies $\Delta_{i}(s) \geq 0$ for any $s \in[0, T]$ and $i \in \mathbb{N}$. Also, we obtain

$$
P_{1}(s) \geq P_{i}(s) \geq P_{i+1}(s) \geq \alpha I_{n}, \forall s \in[0, T], \forall i \in \mathbb{N}
$$

Therefore, the sequence $\left\{P_{i}(\cdot)\right\}_{i \in \mathbb{N}}$ is uniformly bounded. Consequently, there exists a constant $K>0$ such that

$$
\left\{\begin{array}{l}
\left|P_{i}(s)\right|,\left|R_{i}(s)\right|,\left|R_{i}^{-1}(s)\right| \leq K  \tag{3.33}\\
\left|\Theta_{i}(s)\right| \leq K(|B(s)+|C(s)|+|S(s)|) \\
\left|A_{i}(s)\right| \leq|A(s)|+K|B(s)|(|B(s)+|C(s)|+|S(s)|), \\
\left|C_{i}(s)\right| \leq|C(s)|+K(|B(s)+|C(s)|+|S(s)|)
\end{array} \quad \text { a.e. } s \in[0, T],\right.
$$

where $R_{i}:=R+D^{\top} P_{i} D$. Observe that

$$
\Lambda_{i}=R_{i}^{-1} D^{\top} \Delta_{i-1} D R_{i-1}^{-1}\left(B^{\top} P_{i}+D^{\top} P_{i} C+S\right)-R_{i-1}^{-1}\left(B^{\top} \Delta_{i-1}+D^{\top} \Delta_{i-1} C\right)
$$

and hence

$$
\begin{equation*}
\left|\Lambda_{i}^{\top} R_{i} \Lambda_{i}\right| \leq\left(\left|\Theta_{i-1}\right|+\left|\Theta_{i}\right|\right)\left|R_{i}\right|\left|\Lambda_{i}\right| \leq K(|B|+|C|+|S|)^{2}\left|\Delta_{i-1}\right| \text { a.e. } s \in[0, T] . \tag{3.34}
\end{equation*}
$$

On the other hand, equation (3.32), together with $\Delta_{i}(T)=0$, implies that

$$
\Delta_{i}(t)=\int_{t}^{T}\left(\Delta_{i} A_{i}+A_{i}^{\top} \Delta_{i}+C_{i}^{\top} \Delta_{i} C_{i}+\Lambda_{i}^{\top} R_{i} \Lambda_{i}\right) d s, \forall t \in[0, T]
$$

Making use of estimates (3.33)-(3.34) and still noting that $|B(\cdot)|,|C(\cdot)|,|S(\cdot)| \in L^{2}(0, T ; \mathbb{R})$, we get

$$
\left|\Delta_{i}(t)\right| \leq \int_{t}^{T} \varphi(s)\left(\left|\Delta_{i}(s)\right|+\left|\Delta_{i-1}(s)\right|\right) d s, \forall t \in[0, T], \forall i \in \mathbb{N}
$$

where $\varphi(\cdot)$ is a nonnegative integrable function independent of $\left\{\Delta_{i}(\cdot)\right\}_{i \in \mathbb{N}}$. By Gronwall's inequality,

$$
\left|\Delta_{i}(t)\right| \leq c \int_{t}^{T} \varphi(s)\left|\Delta_{i-1}(s)\right| d s, \forall t \in[0, T], \forall i \in \mathbb{N}
$$

where $c:=\int_{0}^{T} \varphi(s) d s$. Set $a:=\max _{t \in[0, T]}\left|\Delta_{1}(t)\right|$. By induction we deduce that

$$
\left|\Delta_{i}(t)\right| \leq a \frac{c^{i}}{(i-1)!}, \forall t \in[0, T], \forall i \in \mathbb{N}
$$

which implies the uniform convergence of $\left\{P_{i}(\cdot)\right\}_{i \in \mathbb{N}}$. We denote by $P(\cdot) \in C\left([0, T] ; \mathbb{S}^{n}\right)$ the limit of $\left\{P_{i}(\cdot)\right\}_{i \in \mathbb{N}}$. Then we have

$$
R+D^{\top} P D=\lim _{i \rightarrow \infty}\left(R+D^{\top} P_{i} D\right) \geq \lambda I_{m} \text { a.e. } s \in[0, T]
$$

and as $i \rightarrow \infty$,

$$
\begin{aligned}
& \Theta_{i} \rightarrow-\left(R+D^{\top} P D\right)^{-1}\left(B^{\top} P+D^{\top} P C+S\right)=: \Theta \text { in } L^{2}\left(0, T ; \mathbb{R}^{m \times n}\right) \\
& A_{i} \rightarrow A+B \Theta \text { in } L^{1}\left(0, T ; \mathbb{R}^{n \times n}\right) \\
& C_{i} \rightarrow C+D \Theta \text { in } L^{2}\left(0, T ; \mathbb{R}^{n \times n}\right) \\
& Q_{i} \rightarrow Q+S^{\top} \Theta+\Theta^{\top} S+\Theta R \Theta \text { in } L^{1}\left(0, T ; \mathbb{S}^{n}\right)
\end{aligned}
$$

Therefore, $P(\cdot)$ satisfies the following equation:

$$
\left\{\begin{array}{l}
\dot{P}+P(A+B \Theta)+(A+B \Theta)^{\top} P+(C+D \Theta)^{\top} P(C+D \Theta)  \tag{3.35}\\
\quad+Q+S^{\top} \Theta+\Theta^{\top} S+\Theta R \Theta, \text { a.e. } s \in[0, T] \\
P(T)=G,
\end{array}\right.
$$

which is equivalent to the Riccati equation (3.16) on $[0, T]$.
$($ ii $) \Rightarrow(\mathrm{i})$ : Let $P(\cdot) \in C\left([0, T] ; \mathbb{S}^{n}\right)$ be the strongly regular solution to Riccati equation (3.16) on $[0, T]$. Then there exists a constant $\lambda>0$ such that $R+D^{\top} P D \geq \lambda I_{m}$ a.e. $s \in[0, T]$. Set

$$
\Theta:=-\left(R+D^{\top} P D\right)^{-1}\left(B^{\top} P+D^{\top} P C+S\right) \in L^{2}\left(0, T ; \mathbb{R}^{m \times n}\right)
$$

Then $P(\cdot)$ solves the Lyapunov equation (3.35). For any $u(\cdot) \in \mathcal{U}[0, T]$, let $X^{(u)}(\cdot) \in$ $L_{\mathbb{F}}^{2}\left(\Omega ; C\left([0, T] ; \mathbb{R}^{n}\right)\right)$ be the solution of the SDE

$$
\left\{\begin{array}{l}
d X^{(u)}=\left(A X^{(u)}+B u\right) d s+\left(C X^{(u)}+D u\right) d W, s \in[0, T] \\
X^{(u)}(0)=0
\end{array}\right.
$$

Set $v(\cdot):=u(\cdot)+\Theta(\cdot) X^{(u)}(\cdot)$. Then the above SDE can be written as

$$
\left\{\begin{array}{l}
d X^{(u)}=\left((A+B \Theta) X^{(u)}+B v\right) d s+\left((C+D \Theta) X^{(u)}+D v\right) d W, s \in[0, T] \\
X^{(u)}(0)=0
\end{array}\right.
$$

Thus, by Proposition 3.1 (with the coefficients (3.29) and the inhomogeneous terms (3.30), we have

$$
\begin{aligned}
J^{0}(0,0 ; u(\cdot)) & =J^{0}\left(0,0 ; \Theta(\cdot) X^{(u)}(\cdot)+v(\cdot)\right) \\
& =\mathbb{E} \int_{0}^{T}\left\{\left\langle\left(R+D^{\top} P D\right) v, v\right\rangle+2\left\langle\left(B^{\top} P+D^{\top} P(C+D \Theta)+S+R \Theta\right) X^{(u)}, v\right\rangle d s\right. \\
& =\mathbb{E} \int_{0}^{T}\left\langle\left(R+D^{\top} P D\right)\left(u-\Theta X^{(u)}\right), u-\Theta X^{(u)}\right\rangle d s \\
& \geq \lambda \mathbb{E} \int_{0}^{T}\left|u-\Theta X^{(u)}\right|^{2} d s
\end{aligned}
$$

Making use of Lemma 2.11, we obtain that

$$
J^{0}(0,0 ; u(\cdot)) \geq \lambda \gamma \mathbb{E} \int_{0}^{T}|u(s)|^{2} d s, \forall u(\cdot) \in \mathcal{U}[0, T]
$$

for some $\gamma>0$ which is independent of $u(\cdot)$. Thus the map $u(\cdot) \mapsto J^{0}(0,0 ; u(\cdot))$ is uniformly convex. This completes the proof.
Remark 3.12. From the first part of the proof of Theorem 3.11, we see that for a given $\lambda>0$, if the map $u(\cdot) \mapsto J^{0}(0,0 ; u(\cdot))$ is $\lambda$-uniformly convex, then the strongly regular solution to Riccati equation (3.16) satisfies

$$
R+D^{\top} P D \geq \lambda I_{m} \text { a.e. } s \in[0, T]
$$

with the same constant $\lambda$.
Combining Proposition 2.10, Corollary 3.9 and Theorem 3.11, we obtain the following corollary.
Corollary 3.13 ([1]). Assume that the map $u(\cdot) \mapsto J^{0}(0,0 ; u(\cdot))$ is uniformly convex. Then Problem (SLQ) is uniquely open-loop solvable at any $[0, T) \times \mathbb{R}^{n}$ with the open-loop optimal control $u^{*}(\cdot) \in \mathcal{U}[t, T]$ being of a state feedback form:

$$
\begin{aligned}
u^{*}= & -\left(R+D^{\top} P D\right)^{-1}\left(B^{\top} P+D^{\top} P C+S\right) X^{*} \\
& -\left(R+D^{\top} P D\right)^{-1}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right),
\end{aligned}
$$

where $X^{*}(\cdot)=X\left(\cdot ; t, x ; u^{*}(\cdot)\right)$ is the optimal state process, $P(\cdot)$ is the unique strongly regular solution to Riccati equation (3.16), and $(\eta(\cdot), \zeta(\cdot))$ is the adapted solution of BSDE (3.15).

Remark 3.14. Under the assumption of Corollary 3.13, when the inhomogeneous terms $(b, \sigma, q, \rho, g)$ vanish, the adapted solution of (3.15) is $(\eta(\cdot), \zeta(\cdot))=(0,0)$. Thus for Problem (SLQ) ${ }^{0}$, the unique optimal control $u^{*}(\cdot) \in \mathcal{U}[t, T]$ at initial pair $(t, x) \in[0, T) \times \mathbb{R}^{n}$ is given by

$$
u^{*}=-\left(R+D^{\top} P D\right)^{-1}\left(B^{\top} P+D^{\top} P C+S\right) X^{*}
$$

with the optimal state process $X^{*}(\cdot)=X\left(\cdot ; t, x, u^{*}(\cdot)\right)$ and the unique strongly regular solution $P(\cdot)$ of Riccati equation (3.16). Moreover, the value function of Problem (SLQ) ${ }^{0}$ is given by

$$
V^{0}(t, x)=\langle P(t) x, x\rangle, \forall(t, x) \in[0, T) \times \mathbb{R}^{n} .
$$

## 4 Linear-quadratic stochastic differential games

Consider the following controlled linear SDE:

$$
\left\{\begin{array}{l}
d X(s)=\left(A(s) X(s)+B_{1}(s) u_{1}(s)+B_{2}(s) u_{2}(s)+b(s)\right) d s  \tag{4.1}\\
\quad+\left(C(s) X(s)+D_{1}(s) u_{1}(s)+D_{2}(s) u_{2}(s)+\sigma(s)\right) d W(s), s \in[t, T], \\
X(t)=x,
\end{array}\right.
$$

where for $i=1,2, u_{i}(\cdot) \in \mathcal{U}_{i}[t, T]=: L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{m_{i}}\right)$ is a control process taken by Player $i$. The cost functional for Player $i$ is defined by

$$
\begin{align*}
& J^{i}\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right):=\mathbb{E}\left[\left\langle G^{i} X(T), X(T)\right\rangle+2\left\langle g^{i}, X(T)\right\rangle\right. \\
&+\int_{t}^{T}\left\{\left\langle\left(\begin{array}{ccc}
Q^{i}(s) & S_{1}^{i}(s)^{\top} & S_{2}^{i}(s)^{\top} \\
S_{1}^{i}(s) & R_{11}^{i}(s) & R_{12}^{i}(s) \\
S_{2}^{i}(s) & R_{21}^{i}(s) & R_{22}^{i}(s)
\end{array}\right)\left(\begin{array}{c}
X(s) \\
u_{1}(s) \\
u_{2}(s)
\end{array}\right),\left(\begin{array}{c}
X(s) \\
u_{1}(s) \\
u_{2}(s)
\end{array}\right)\right\rangle\right. \\
&\left.\left.+2\left\langle\left(\begin{array}{c}
q^{i}(s) \\
\rho_{1}^{i}(s) \\
\rho_{2}^{i}(s)
\end{array}\right),\left(\begin{array}{c}
X(s) \\
u_{1}(s) \\
u_{2}(s)
\end{array}\right)\right\rangle\right\} d s\right] . \tag{4.2}
\end{align*}
$$

The coefficients and the inhomogeneous terms satisfy the following assumptions.
Assumption 2. For $i=1,2$, the coefficients $\left(A, B_{i}, C, D_{i}, Q^{i}, R_{11}^{i}, R_{12}^{i}, R_{21}^{i}, R_{22}^{i}, S_{1}^{i}, S_{2}^{i}, G^{i}\right)$ satisfy the following conditions:

$$
\left\{\begin{array}{l}
A(\cdot) \in L^{1}\left(0, T ; \mathbb{R}^{n \times n}\right), B_{i}(\cdot) \in L^{2}\left(0, T ; \mathbb{R}^{n \times m_{i}}\right), \\
C(\cdot) \in L^{2}\left(0, T ; \mathbb{R}^{n \times n}\right), D_{i}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n \times m_{i}}\right), \\
Q^{i}(\cdot) \in L^{1}\left(0, T ; \mathbb{S}^{n}\right), \\
R_{11}^{i}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{S}^{m_{1}}\right), R_{12}^{i}(\cdot)=R_{21}^{i}(\cdot)^{\top} \in L^{\infty}\left(0, T ; \mathbb{R}^{m_{1} \times m_{2}}\right), R_{22}^{i}(\cdot) L^{\infty}\left(0, T ; \mathbb{S}^{m_{2}}\right), \\
S_{1}^{i}(\cdot) \in L^{2}\left(0, T ; \mathbb{R}^{m_{1} \times n}\right), S_{2}^{i}(\cdot) \in L^{2}\left(0, T ; \mathbb{R}^{m_{2} \times n}\right), G^{i} \in \mathbb{S}^{n} .
\end{array}\right.
$$

Furthermore, the inhomogeneous terms ( $b, \sigma, q^{i}, \rho_{1}^{i}, \rho_{2}^{i}, g^{i}$ ) satisfy the following:

$$
\left\{\begin{array}{l}
b(\cdot) \in L_{\mathbb{F}}^{2,1}\left(0, T ; \mathbb{R}^{n}\right), \sigma(\cdot) \in L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right), \\
q^{i}(\cdot) \in L_{\mathbb{F}}^{2,1}\left(0, T ; \mathbb{R}^{n}\right), \rho_{1}^{i}(\cdot) \in L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{m_{1}}\right), \rho_{2}^{i}(\cdot) \in L_{\mathbb{F}}^{2}\left(0, T ; \mathbb{R}^{m_{2}}\right), g^{i} \in L_{\mathcal{F}_{T}}^{2}\left(\Omega ; \mathbb{R}^{n}\right) .
\end{array}\right.
$$

Under Assumption 2, for any $(t, x) \in[0, T) \times \mathbb{R}^{n}$ and $\left(u_{1}(\cdot), u_{2}(\cdot)\right) \in \mathcal{U}_{1}[t, T] \times \mathcal{U}_{2}[t, T]$, SDE (4.1) has a unique strong solution $X(\cdot)=X\left(\cdot ; t, x, u_{1}(\cdot), u_{2}(\cdot)\right) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right)$ which is called the state process corresponding to the initial pair $(t, x)$ and the control processes $\left(u_{1}(\cdot), u_{2}(\cdot)\right)$. Thus, for $i=1,2$, the cost functional 4.2) is well-defined. We are concerned with the following two-person stochastic differential game.

## Problem (SDG)

For any initial pair $(t, x) \in[0, T) \times \mathbb{R}^{n}$ and $i=1,2$, Player $i$ wants to find a control process $u_{i}^{*}(\cdot) \in \mathcal{U}_{i}[t, T]$ such that the cost functional $J^{i}\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)$ is minimized.

If $m_{1}=0$ or $m_{2}=0$, then Problem (SDG) reduces to Problem (SLQ). Thus we see that Problem (SLQ) is formally a special case of Problem (SDG).

Notice that, for $i=1,2$, the cost functional $J^{i}\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)$ of Player $i$ depends upon the control $u_{j}(\cdot)(j \neq i)$ used by the other player indirectly through the values of the state $X(\cdot)$ over time, but also directly as $u_{j}(\cdot)$ appears explicitly in the expression of the cost functional. In order to clearly define the notion of optimality, we shall use the concept of a Nash equilibrium.

Definition 4.1. For each $(t, x) \in[0, T) \times \mathbb{R}^{n}$, a pair $\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right) \in \mathcal{U}_{1}[t, T] \times \mathcal{U}_{2}[t, T]$ is called an open-loop Nash equilibrium of Problem (SDG) for the initial pair $(t, x)$ if

$$
J^{1}\left(t, x ; u_{1}^{*}(\cdot) ; u_{2}^{*}(\cdot)\right) \leq J^{1}\left(t, x ; u_{1}(\cdot) ; u_{2}^{*}(\cdot)\right), \forall u_{1}(\cdot) \in \mathcal{U}_{1}[t, T],
$$

and

$$
J^{2}\left(t, x ; u_{1}^{*}(\cdot) ; u_{2}^{*}(\cdot)\right) \leq J^{2}\left(t, x ; u_{1}^{*}(\cdot) ; u_{2}(\cdot)\right), \forall u_{2}(\cdot) \in \mathcal{U}_{2}[t, T] .
$$

Let $t \in[0, T)$ be given. For $i=1,2$, let us denote $\mathcal{Q}_{i}[t, T]:=L^{2}\left(t, T ; \mathbb{R}^{m_{i} \times n}\right)$. Let $\left(\Theta_{1}(\cdot), v_{1}(\cdot) ; \Theta_{2}(\cdot), v_{2}(\cdot)\right) \in \mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T] \times \mathcal{Q}_{2}[t, T] \times \mathcal{U}_{2}[t, T]$. In a similar fashion to Problem (SLQ), we can consider, for each $x \in \mathbb{R}^{n}$, the following SDE:

$$
\left\{\begin{array}{l}
d \mathcal{X}=\left(A \mathcal{X}+B_{1}\left(\Theta_{1} \mathcal{X}+v_{1}\right)+B_{2}\left(\Theta_{2} \mathcal{X}+v_{2}\right)+b\right) d s \\
\quad \quad+\left(C \mathcal{X}+D_{1}\left(\Theta_{1} \mathcal{X}+v_{1}\right)+D_{2}\left(\Theta_{2} \mathcal{X}+v_{2}\right)+\sigma\right) d W, s \in[t, T] \\
\\
\mathcal{X}(t)=x,
\end{array}\right.
$$

or equivalently,

$$
\left\{\begin{aligned}
& d \mathcal{X}=\left(\left(A+B_{1} \Theta_{1}+B_{2} \Theta_{2}\right) \mathcal{X}+B_{1} v_{1}+B_{2} v_{2}+b\right) d s \\
& \quad+\left(\left(C+D_{1} \Theta_{1}+D_{2} \Theta_{2}\right) \mathcal{X}+D_{1} v_{1}+D_{2} v_{2}+\sigma\right) d W, s \in[t, T] \\
& \mathcal{X}(t)=x,
\end{aligned}\right.
$$

which admits a unique solution $\mathcal{X}(\cdot)=\mathcal{X}\left(\cdot ; t, x, \Theta_{1}(\cdot), v_{1}(\cdot), \Theta_{2}(\cdot), v_{2}(\cdot)\right)$. We shall call $\left(\Theta_{i}(\cdot), v_{i}(\cdot)\right)$ a closed-loop strategy of Player $i$, and the above equation a closed-loop system of the original state equation (4.1) under closed-loop strategies $\left(\Theta_{1}(\cdot), v_{1}(\cdot)\right)$ and $\left(\Theta_{2}(\cdot), v_{2}(\cdot)\right)$ of Player 1 and 2. With the above corresponding solution $\mathcal{X}(\cdot)$, the control pair $\left(u_{1}(\cdot), u_{2}(\cdot)\right) \in$ $\mathcal{U}_{1}[t, T] \times \mathcal{U}_{2}[t, T]$ defined by

$$
u_{1}(\cdot):=\Theta_{1}(\cdot) \mathcal{X}(\cdot)+v_{1}(\cdot), u_{2}(\cdot):=\Theta_{2}(\cdot) \mathcal{X}(\cdot)+v_{2}(\cdot)
$$

is called the outcome of the closed-loop strategy pair $\left(\Theta_{1}(\cdot), v_{1}(\cdot) ; \Theta_{2}(\cdot), v_{2}(\cdot)\right)$ for the initial state $x \in \mathbb{R}^{n}$. Define, for $i=1,2$,

$$
\mathcal{J}^{i}\left(t, x ; \Theta_{1}(\cdot), v_{1}(\cdot) ; \Theta_{2}(\cdot), v_{2}(\cdot)\right):=J^{i}\left(t, x ; \Theta_{1}(\cdot) \mathcal{X}(\cdot)+v_{1}(\cdot) ; \Theta_{2}(\cdot) \mathcal{X}(\cdot)+v_{2}(\cdot)\right)
$$

Definition 4.2. For each $t \in[0, T)$, a 4-tuple $\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \in \mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T] \times$ $\mathcal{Q}_{2}[t, T] \times \mathcal{U}_{2}[t, T]$ is called a closed-loop Nash equilibrium of Problem (SDG) on $[t, T]$ if, for any $x \in \mathbb{R}^{n}$,

$$
\begin{aligned}
\mathcal{J}^{1}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \leq & \mathcal{J}^{1}\left(t, x ; \Theta_{1}(\cdot), v_{1}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right), \\
& \forall\left(\Theta_{1}(\cdot), v_{1}(\cdot)\right) \in \mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T]
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{J}^{2}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \leq & \mathcal{J}^{2}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}(\cdot), v_{2}(\cdot)\right), \\
& \forall\left(\Theta_{2}(\cdot), v_{2}(\cdot)\right) \in \mathcal{Q}_{2}[t, T] \times \mathcal{U}_{2}[t, T]
\end{aligned}
$$

The following result provides some equivalent definitions of closed-loop Nash equilibria, whose proof is similar to the case of Problem (SLQ); see Lemma 1.6 .

Lemma 4.3 ([3]). Let $t \in[0, T)$ be given. Then for each closed-loop strategy pair

$$
\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \in \mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T] \times \mathcal{Q}_{2}[t, T] \times \mathcal{U}_{2}[t, T]
$$

the following are equivalent:
(i) $\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right)$ is a closed-loop Nash equilibrium of Problem (SDG) on $[t, T]$;
(ii) For any $x \in \mathbb{R}^{n}$, it holds that

$$
\begin{aligned}
& \mathcal{J}^{1}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \leq \mathcal{J}^{1}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right), \forall v_{1}(\cdot) \in \mathcal{U}_{1}[t, T] \text {, } \\
& \text { and } \\
& \mathcal{J}^{1}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \leq \mathcal{J}^{1}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}(\cdot)\right), \forall v_{2}(\cdot) \in \mathcal{U}_{2}[t, T] ;
\end{aligned}
$$

(iii) For any $x \in \mathbb{R}^{n}$, it holds that

$$
\begin{gathered}
J^{1}\left(t, x ; \Theta_{1}^{*}(\cdot) \mathcal{X}^{*}(\cdot)+v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot) \mathcal{X}^{*}(\cdot)+v_{2}^{*}(\cdot)\right) \leq J^{1}\left(t, x ; u_{1}(\cdot) ; \Theta_{2}^{*}(\cdot) \mathcal{X}_{1}(\cdot)+v_{2}^{*}(\cdot)\right), \\
\forall u_{1}(\cdot) \in \mathcal{U}_{1}[t, T],
\end{gathered}
$$

and

$$
\begin{gathered}
J^{1}\left(t, x ; \Theta_{1}^{*}(\cdot) \mathcal{X}^{*}(\cdot)+v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot) \mathcal{X}^{*}(\cdot)+v_{2}^{*}(\cdot)\right) \leq J^{1}\left(t, x ; \Theta_{1}^{*}(\cdot) \mathcal{X}_{2}(\cdot)+v_{1}^{*}(\cdot) ; u_{2}(\cdot)\right), \\
\forall u_{2}(\cdot) \in \mathcal{U}_{2}[t, T],
\end{gathered}
$$

where $\mathcal{X}^{*}(\cdot), \mathcal{X}_{1}(\cdot)$ and $\mathcal{X}_{2}(\cdot)$ are defined by

$$
\left\{\begin{array}{l}
\mathcal{X}^{*}(\cdot):=\mathcal{X}\left(\cdot ; t, x ; \Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot), \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right), \\
\mathcal{X}_{1}(\cdot):=\mathcal{X}\left(\cdot ; t, x ; 0, u_{1}(\cdot), \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \\
\mathcal{X}_{2}(\cdot):=\mathcal{X}\left(\cdot ; t, x ; \Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot), 0, u_{2}(\cdot)\right) .
\end{array}\right.
$$

Remark 4.4. Note that, in the statement (iii) above, if we denote by $\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right)$ the outcome of the closed-loop Nash equilibrium $\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right)$ for $x \in \mathbb{R}^{n}$, i.e.,

$$
u_{i}^{*}(\cdot):=\Theta_{i}^{*}(\cdot) \mathcal{X}^{*}(\cdot)+v_{i}^{*}(\cdot), \quad i=1,2
$$

then we have

$$
J^{1}\left(t, x ; u_{1}^{*}(\cdot) ; u_{2}^{*}(\cdot)\right) \leq J^{1}\left(t, x ; u_{1}(\cdot) ; \Theta_{2}^{*}(\cdot) \mathcal{X}_{1}(\cdot)+v_{2}^{*}(\cdot)\right), \forall u_{1}(\cdot) \in \mathcal{U}_{1}[t, T]
$$

and

$$
J^{1}\left(t, x ; u_{1}^{*}(\cdot) ; u_{2}^{*}(\cdot)\right) \leq J^{1}\left(t, x ; \Theta_{1}^{*}(\cdot) \mathcal{X}_{2}(\cdot)+v_{1}^{*}(\cdot) ; u_{2}(\cdot)\right), \forall u_{2}(\cdot) \in \mathcal{U}_{2}[t, T] .
$$

However, since $\mathcal{X}_{1}(\cdot)$ depends on $u_{1}(\cdot)$, one might not have

$$
u_{2}^{*}(\cdot)=\Theta_{2}^{*}(\cdot) \mathcal{X}_{1}(\cdot)+v_{2}^{*}(\cdot)
$$

Likewise, one might not have $u_{1}^{*}(\cdot)=\Theta_{1}^{*}(\cdot) \mathcal{X}_{2}(\cdot)+v_{1}^{*}(\cdot)$ either. Therefore, we see that, in general, the outcome of a closed-loop Nash equilibrium is not necessarily an open-loop Nash equilibrium for the initial pair $(t, x)$. This fact is comparable with the corresponding result (see Corollary 1.7) of Problem (SLQ). Hence, Problem (SDG) and Problem (SLQ) are essentially different in a sense, and we can only say that Problem (SLQ) is a formal special case of Problem (SDG).

### 4.1 Characterization of open-loop Nash equilibria

To begin our study of open-loop Nash equilibria, we observe that the open-loop controls selected by the players are free to choose from $\mathcal{U}_{i}[t, T]$. This makes it possible to treat the two-person differential game as two related optimal control problems. To elaborate on the idea, let $(t, x) \in[0, T) \times \mathbb{R}^{n}$ and $\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right) \in \mathcal{U}_{1}[t, T] \times \mathcal{U}_{2}[t, T]$ be given. Then $\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right)$ is an open-loop Nash equilibrium of Problem (SDG) if and only if the following hold:
(1) $u_{1}^{*}(\cdot)$ is an open-loop optimal control of the problem:

$$
\text { Minimize } \hat{J}^{1}\left(t, x ; u_{1}(\cdot)\right):=J^{1}\left(t, x ; u_{1}(\cdot) ; u_{2}^{*}(\cdot)\right) \text { over } u_{1}(\cdot) \in \mathcal{U}_{1}[t, T]
$$

subject to $X(\cdot)=X_{1}(\cdot)$ being the solution of the SDE

$$
\left\{\begin{array}{l}
d X_{1}=\left(A X_{1}+B_{1} u_{1}+B_{2} u_{2}^{*}+b\right) d s+\left(C X_{1}+D_{1} u_{1}+D_{2} u_{2}^{*}+\sigma\right) d W, s \in[t, T] \\
X_{1}(t)=x
\end{array}\right.
$$

(2) $u_{2}^{*}(\cdot)$ is an open-loop optimal control of the problem:

$$
\text { Minimize } \hat{J}^{2}\left(t, x ; u_{2}(\cdot)\right):=J^{2}\left(t, x ; u_{1}^{*}(\cdot) ; u_{2}(\cdot)\right) \text { over } u_{2}(\cdot) \in \mathcal{U}_{2}[t, T]
$$

subject to $X(\cdot)=X_{2}(\cdot)$ being the solution of the SDE

$$
\left\{\begin{array}{l}
d X_{2}=\left(A X_{2}+B_{2} u_{2}+B_{1} u_{1}^{*}+b\right) d s+\left(C X_{2}+D_{2} u_{2}+D_{1} u_{1}^{*}+\sigma\right) d W, s \in[t, T] \\
X_{2}(t)=x
\end{array}\right.
$$

The cost functionals can be written as follows:

$$
\begin{aligned}
& \hat{J}^{1}\left(t, x ; u_{1}(\cdot)\right) \\
& =\mathbb{E}\left[\left\langle G^{1} X_{1}(T), X_{1}(T)\right\rangle+2\left\langle g^{1}, X_{1}(T)\right\rangle\right. \\
& \quad+\int_{t}^{T}\left\{\left\langle\left(\begin{array}{cc}
Q^{1} & \left.\left.\left.\left(\begin{array}{c}
\left.S_{1}^{1}\right)^{\top} \\
S_{1}^{1} \\
R_{11}^{1}
\end{array}\right)\binom{X_{1}}{u_{1}},\binom{X_{1}}{u_{1}}\right\rangle+2\left\langle\binom{ q^{1}+\left(S_{2}^{1}\right)^{\top} u_{2}^{*}}{\rho_{1}^{1}+R_{12}^{1} u_{2}^{*}},\binom{X_{1}}{u_{1}}\right\rangle\right\} d s\right] \\
\quad+\mathbb{E} \int_{t}^{T}\left\{\left\langle R_{22}^{1} u_{2}^{*}, u_{2}^{*}\right\rangle+2\left\langle\rho_{2}^{1}, u_{2}^{*}\right\rangle\right\} d s
\end{array}, l\right.\right.\right.
\end{aligned}
$$

and

$$
\begin{aligned}
& \hat{J}^{2}\left(t, x ; u_{2}(\cdot)\right) \\
& =\mathbb{E}\left[\left\langle G^{2} X_{2}(T), X_{2}(T)\right\rangle+2\left\langle g^{2}, X_{2}(T)\right\rangle\right. \\
& \left.+\int_{t}^{T}\left\{\left\langle\left(\begin{array}{cc}
Q^{2} & \left(S_{2}^{2}\right)^{\top} \\
S_{2}^{2} & R_{22}^{2}
\end{array}\right)\binom{X_{2}}{u_{2}},\binom{X_{2}}{u_{2}}\right\rangle+2\left\langle\binom{ q^{2}+\left(S_{1}^{2}\right)^{\top} u_{1}^{*}}{\rho_{2}^{2}+R_{21}^{2} u_{1}^{*}},\binom{X_{2}}{u_{2}}\right\rangle\right\} d s\right] \\
& +\mathbb{E} \int_{t}^{T}\left\{\left\langle R_{11}^{2} u_{1}^{*}, u_{1}^{*}\right\rangle+2\left\langle\rho_{1}^{2}, u_{1}^{*}\right\rangle\right\} d s .
\end{aligned}
$$

In a similar way to Problem (SLQ), we consider the homogeneous cost functionals defined by, for $i=1,2$,

$$
J^{0, i}\left(t, x ; u_{i}(\cdot)\right):=\mathbb{E}\left[\left\langle G^{i} X_{i}(T), X_{i}(T)\right\rangle+\int_{t}^{T}\left\langle\left(\begin{array}{cc}
Q^{i} & \left(S_{i}^{i}\right)^{\top}  \tag{4.3}\\
S_{i}^{i} & R_{i i}^{i}
\end{array}\right)\binom{X_{i}}{u_{i}},\binom{X_{i}}{u_{i}}\right\rangle d s\right]
$$

subject to

$$
\left\{\begin{array}{l}
d X_{i}=\left(A X_{i}+B_{i} u_{i}\right) d s+\left(C X_{i}+D_{i} u_{i}\right) d W, s \in[t, T] \\
X_{i}(t)=x
\end{array}\right.
$$

Note that $J^{0, i}\left(t, x ; u_{i}(\cdot)\right)$ is independent of the choice of the control process selected by the other player. The above observation, together with Theorem 2.4, leads to the following result.

Theorem 4.5 ([3]). Suppose that Assumption 2 holds. Let $(t, x) \in[0, T) \times \mathbb{R}^{n}$ be given. Let $\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right) \in \mathcal{U}_{1}[t, T] \times \mathcal{U}_{2}[t, T]$ and $X^{*}(\cdot):=X\left(\cdot ; t, x, u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right)$ be the corresponding state process. Then $\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right)$ is an open-loop optimal control of Problem (SDG) for $(t, x)$ if and only if for $i=1,2$, the following hold:
(i) The following convexity condition holds:

$$
\begin{equation*}
J^{0, i}\left(t, 0 ; u_{i}(\cdot)\right) \geq 0, \forall u_{i}(\cdot) \in \mathcal{U}_{i}[t, T] ; \tag{4.4}
\end{equation*}
$$

(ii) The following stationarity condition holds:

$$
B_{i}^{\top} Y_{i}^{*}+D_{i}^{\top} Z_{i}^{*}+S_{i}^{i} X^{*}+R_{i 1}^{i} u_{1}^{*}+R_{i 2}^{i} u_{2}^{*}+\rho_{i}^{i}=0 \text { a.e. } s \in[t, T] \text { a.s., }
$$

where $\left(Y_{i}^{*}(\cdot), Z_{i}^{*}(\cdot)\right) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ is the adapted solution of the BSDE

$$
\left\{\begin{array}{l}
d Y_{i}^{*}=-\left(A^{\top} Y_{i}^{*}+C^{\top} Z_{i}^{*}+Q^{i} X^{*}+\left(S_{1}^{i}\right)^{\top} u_{1}^{*}+\left(S_{2}^{i}\right)^{\top} u_{2}^{*}+q^{i}\right) d s+Z_{i}^{*} d W, s \in[t, T],  \tag{4.5}\\
Y_{i}^{*}(T)=G^{i} X^{*}(T)+g^{i} .
\end{array}\right.
$$

From the above result, we see that if Problem (SDG) admits an open-loop Nash equilib$\operatorname{rium}\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right) \in \mathcal{U}_{1}[t, T] \times \mathcal{U}_{2}[t, T]$ at $(t, x)$, then the unique adapted solution

$$
\begin{aligned}
& \left(X^{*}(\cdot), Y_{1}^{*}(\cdot), Y_{2}^{*}(\cdot), Z_{1}^{*}(\cdot), Z_{2}^{*}(\cdot)\right) \\
& \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times\left(L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right)\right)^{2} \times\left(L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)\right)^{2}
\end{aligned}
$$

of the following decoupled FBSDE:

$$
\left\{\begin{array}{l}
d X^{*}=\left(A X^{*}+B_{1} u_{1}^{*}+B_{2} u_{2}^{*}+b\right)+\left(C X^{*}+D_{1} u_{1}^{*}+D_{2} u_{2}^{*}+\sigma\right) d W, s \in[t, T]  \tag{4.6}\\
d Y_{i}^{*}=-\left(A^{\top} Y_{i}^{*}+C^{\top} Z_{i}^{*}+Q^{i} X^{*}+\left(S_{1}^{i}\right)^{\top} u_{1}^{*}+\left(S_{2}^{i}\right)^{\top} u_{2}^{*}+q^{i}\right) d s+Z_{i}^{*} d W, s \in[t, T], \\
\quad i=1,2 \\
X^{*}(t)=x, Y_{i}^{*}(T)=G^{i} X^{*}(T)+g^{i}, \quad i=1,2
\end{array}\right.
$$

satisfies the stationarity conditions:

$$
\begin{equation*}
B_{i}^{\top} Y_{i}^{*}+D_{i}^{\top} Z_{i}^{*}+S_{i}^{i} X^{*}+R_{i 1}^{i} u_{1}^{*}+R_{i 2}^{i} u_{2}^{*}+\rho_{i}^{i}=0 \text { a.e. } s \in[t, T] \text { a.s., } i=1,2 . \tag{4.7}
\end{equation*}
$$

We now rewrite the system (4.6)-(4.7) in more compact forms. We let $m=m_{1}+m_{2}$ and denote

$$
\left\{\begin{array}{l}
B=\left(B_{1}, B_{2}\right), D=\left(D_{1}, D_{2}\right),  \tag{4.8}\\
R_{1}^{i}=\left(R_{11}^{i}, R_{12}^{i}\right), R_{2}^{i}=\left(R_{21}^{i}, R_{22}^{i}\right), R^{i}=\binom{R_{1}^{i}}{R_{2}^{i}}=\left(\begin{array}{ll}
R_{11}^{i} & R_{12}^{i} \\
R_{21}^{i} & R_{22}^{i}
\end{array}\right), \\
S^{i}=\binom{S_{1}^{i}}{S_{2}^{i}}, \rho^{i}=\binom{\rho_{1}^{i}}{\rho_{2}^{i}}, u^{*}:=\binom{u_{1}^{*}}{u_{2}^{*}},
\end{array}\right.
$$

for $i=1,2$, and

$$
\left\{\begin{array}{l}
\boldsymbol{A}=\left(\begin{array}{cc}
A & 0_{n \times n} \\
0_{n \times n} & A
\end{array}\right), \boldsymbol{B}=\left(\begin{array}{cc}
B & 0_{n \times m} \\
0_{n \times m} & B
\end{array}\right),  \tag{4.9}\\
\boldsymbol{C}=\left(\begin{array}{cc}
C & 0_{n \times n} \\
0_{n \times n} & C
\end{array}\right), \boldsymbol{D}=\left(\begin{array}{cc}
D & 0_{n \times m} \\
0_{n \times m} & D
\end{array}\right), \\
\boldsymbol{Q}=\left(\begin{array}{cc}
Q^{1} & 0_{n \times n} \\
0_{n \times n} & Q^{2}
\end{array}\right), \boldsymbol{R}=\left(\begin{array}{cc}
R^{1} & 0_{m \times m} \\
0_{m \times m} & R^{2}
\end{array}\right), \\
\boldsymbol{S}=\left(\begin{array}{cc}
S^{1} & 0_{m \times n} \\
0_{m \times n} & S^{2}
\end{array}\right), \boldsymbol{G}=\left(\begin{array}{cc}
G^{1} & 0_{n \times n} \\
0_{n \times n} & G^{2}
\end{array}\right), \\
\boldsymbol{q}=\binom{q^{1}}{q^{2}}, \boldsymbol{\rho}=\binom{\rho^{1}}{\rho^{2}}, \boldsymbol{g}=\binom{g^{1}}{g^{2}},
\end{array}\right.
$$

where $0_{k \times l} \in \mathbb{R}^{k \times l}$ denotes the zero matrices with appropriate dimensions. Note that the matrices $\boldsymbol{Q}, \boldsymbol{R}$, and $\boldsymbol{G}$ are symmetric. If we define

$$
\boldsymbol{I}_{k}:=\binom{I_{k}}{I_{k}} \in \mathbb{R}^{2 k \times k}, k=n, m, \text { and } \boldsymbol{J}:=\left(\begin{array}{cc}
I_{m_{1}} & 0_{m_{1} \times m_{2}} \\
0_{m_{2} \times m_{1}} & 0_{m_{2} \times m_{2}} \\
0_{m_{1} \times m_{1}} & 0_{m_{1} \times m_{2}} \\
0_{m_{2} \times m_{1}} & I_{m_{2}}
\end{array}\right) \in \mathbb{R}^{2 m \times m}
$$

then

$$
\boldsymbol{Q} \boldsymbol{I}_{n}=\binom{Q^{1}}{Q^{2}}, \boldsymbol{S}^{\top} \boldsymbol{I}_{m}=\binom{\left(S^{1}\right)^{\top}}{\left(S^{2}\right)^{\top}}=\left(\begin{array}{cc}
\left(S_{1}^{1}\right)^{\top} & \left(S_{2}^{1}\right)^{\top} \\
\left(S_{1}^{2}\right)^{\top} & \left(S_{2}^{2}\right)^{\top}
\end{array}\right), \quad \boldsymbol{G} \boldsymbol{I}_{n}=\binom{G^{1}}{G^{2}}
$$

and

$$
\begin{gathered}
\boldsymbol{B} \boldsymbol{J}=\left(\begin{array}{cc}
B_{1} & 0_{n \times m_{2}} \\
0_{n \times m_{1}} & B_{2}
\end{array}\right), \boldsymbol{D} \boldsymbol{J}=\left(\begin{array}{cc}
D_{1} & 0_{n \times m_{2}} \\
0_{n \times m_{1}} & D_{2}
\end{array}\right), \\
\boldsymbol{J}^{\top} \boldsymbol{R} \boldsymbol{I}_{m}=\binom{R_{1}^{1}}{R_{2}^{2}}=\left(\begin{array}{ll}
R_{11}^{1} & R_{12}^{1} \\
R_{21}^{2} & R_{22}^{2}
\end{array}\right), \boldsymbol{J}^{\top} \boldsymbol{S} \boldsymbol{I}_{n}=\binom{S_{1}^{1}}{S_{2}^{2}} .
\end{gathered}
$$

With the above notation and with

$$
\boldsymbol{Y}^{*}:=\binom{Y_{1}^{*}}{Y_{2}^{*}} \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{2 n}\right)\right), \boldsymbol{Z}^{*}:=\binom{Z_{1}^{*}}{Z_{2}^{*}} \in L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{2 n}\right),
$$

we can express the system (4.6)-4.7) more compactly as

$$
\left\{\begin{array}{l}
d X^{*}=\left(A X^{*}+B u^{*}+b\right) d s+\left(C X^{*}+D u^{*}+\sigma\right) d W, s \in[t, T]  \tag{4.10}\\
d \boldsymbol{Y}^{*}=-\left(\boldsymbol{A}^{\top} \boldsymbol{Y}^{*}+\boldsymbol{C}^{\top} \boldsymbol{Z}^{*}+\boldsymbol{Q I}_{n} X^{*}+\boldsymbol{S}^{\top} \boldsymbol{I}_{m} u^{*}+\boldsymbol{q}\right) d s+\boldsymbol{Z}^{*} d W, s \in[t, T] \\
X^{*}(t)=x, \boldsymbol{Y}^{*}(T)=\boldsymbol{G} \boldsymbol{I}_{n} X^{*}(T)+\boldsymbol{g}
\end{array}\right.
$$

and

$$
\begin{equation*}
\boldsymbol{J}^{\top}\left(\boldsymbol{B}^{\top} \boldsymbol{Y}^{*}+\boldsymbol{D}^{\top} \boldsymbol{Z}^{*}+\boldsymbol{S} \boldsymbol{I}_{n} X^{*}+\boldsymbol{R} \boldsymbol{I}_{m} u^{*}+\boldsymbol{\rho}\right)=0 \text { a.e. } s \in[t, T] \text { a.s. } \tag{4.11}
\end{equation*}
$$

### 4.2 Characterization of closed-loop Nash equilibria

In this subsection we characterize closed-loop Nash equilibria of Problem (SDG). We use the notation (4.8)- (4.9).

Theorem 4.6 ([3]). Suppose that Assumption 2 holds. Let $t \in[0, T)$ be given. Let

$$
\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \in \mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T] \times \mathcal{Q}_{2}[t, T] \times \mathcal{U}_{2}[t, T]
$$

and denote

$$
\Theta^{*}=\binom{\Theta_{1}^{*}}{\Theta_{2}^{*}}, v^{*}=\binom{v_{1}^{*}}{v_{2}^{*}} .
$$

Then $\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right)$ is a closed-loop Nash equilibrium of Problem (SDG) on $[t, T]$ if and only if the following hold for $i=1,2$ :
(i) The solution $P_{i}(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ to the Lyapunov equation

$$
\begin{cases}\dot{P}_{i}+P_{i} A+A^{\top} P_{i}+C^{\top} P_{i} C+Q^{i}+\left(\Theta^{*}\right)^{\top}\left(R^{i}+D^{\top} P_{i} D\right) \Theta^{*}  \tag{4.12}\\ \quad+\left(P_{i} B+C^{\top} P_{i} D+\left(S^{i}\right)^{\top}\right) \Theta^{*}+\left(\Theta^{*}\right)^{\top}\left(B^{\top} P_{i}+D^{\top} P_{i} C+S^{i}\right)=0 \\ & \text { a.e. } s \in[t, T] \\ P_{i}(T)=G^{i}, & \end{cases}
$$

satisfies the following conditions:

$$
\begin{align*}
& R_{i i}^{i}+D_{i}^{\top} P_{i} D_{i} \geq 0 \text { a.e. } s \in[t, T] \\
& B_{i}^{\top} P_{i}+D_{i}^{\top} P_{i} C+S_{i}^{i}+\left(R_{i}^{i}+D_{i}^{\top} P_{i} D\right) \Theta^{*}=0 \text { a.e. } s \in[t, T] \tag{4.13}
\end{align*}
$$

(ii) The adapted solution $\left(\eta_{i}(\cdot), \zeta_{i}(\cdot)\right) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ to the BSDE

$$
\left\{\begin{align*}
& d \eta_{i}=-\left\{A^{\top} \eta_{i}+C^{\top} \zeta_{i}+\left(\Theta^{*}\right)^{\top}\left(B^{\top} \eta_{i}+D^{\top} \zeta_{i}+D^{\top} P_{i} \sigma+\rho^{i}+\left(R^{i}+D^{\top} P_{i} D\right) v^{*}\right)\right.  \tag{4.14}\\
&\left.\quad+\left(P_{i} B+C^{\top} P_{i} D+\left(S^{i}\right)^{\top}\right) v^{*}+C^{\top} P_{i} \sigma+P_{i} b+q^{i}\right\} d s+\zeta_{i} d W \\
& s \in[t, T] \\
& \eta_{i}(T)=g^{i}
\end{align*}\right.
$$

satisfies the following condition:

$$
B_{i}^{\top} \eta_{i}+D_{i}^{\top} \zeta_{i}+D_{i}^{\top} P_{i} \sigma+\rho_{i}^{i}+\left(R_{i}^{i}+D_{i}^{\top} P_{i} D\right) v^{*}=0 \text { a.e. } s \in[t, T] \text { a.s. }
$$

Proof. By Lemma 4.3, $\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right)$ is a closed-loop Nash equilibrium of Problem (SDG) on $[t, T]$ if and only if the following hold:
(1) For any $x \in \mathbb{R}^{n}, v_{1}^{*}(\cdot)$ is an open-loop optimal control of the problem:

$$
\text { Minimize } \mathcal{J}^{1}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \text { over } v_{1}(\cdot) \in \mathcal{U}_{1}[t, T]
$$

subject to $\mathcal{X}(\cdot)=\mathcal{X}_{1}(\cdot)$ being the solution of the SDE

$$
\left\{\begin{array}{l}
d \mathcal{X}_{1}=\left(\left(A+B \Theta^{*}\right) \mathcal{X}_{1}+B_{1} v_{1}+B_{2} v_{2}^{*}+b\right) d s \\
\quad+\left(\left(C+D \Theta^{*}\right) \mathcal{X}_{1}+D_{1} v_{1}+D_{2} v_{2}^{*}+\sigma\right) d W, s \in[t, T] \\
\mathcal{X}_{1}(t)=x ;
\end{array}\right.
$$

(2) For any $x \in \mathbb{R}^{n}, v_{2}^{*}(\cdot)$ is an open-loop optimal control of the problem:

$$
\text { Minimize } \mathcal{J}^{2}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}(\cdot)\right) \text { over } v_{2}(\cdot) \in \mathcal{U}_{2}[t, T]
$$

subject to $\mathcal{X}(\cdot)=\mathcal{X}_{2}(\cdot)$ being the solution of the SDE

$$
\left\{\begin{array}{l}
d \mathcal{X}_{2}=\left(\left(A+B \Theta^{*}\right) \mathcal{X}_{2}+B_{2} v_{2}+B_{1} v_{1}^{*}+b\right) d s \\
\quad+\left(\left(C+D \Theta^{*}\right) \mathcal{X}_{1}+D_{2} v_{2}+D_{1} v_{1}^{*}+\sigma\right) d W, s \in[t, T] \\
\mathcal{X}_{2}(t)=x .
\end{array}\right.
$$

Observe that

$$
\begin{aligned}
& \mathcal{J}^{1}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \\
& =\mathbb{E}\left[\left\langle G^{1} \mathcal{X}_{1}(T), \mathcal{X}_{1}(T)\right\rangle+2\left\langle g^{1}, \mathcal{X}_{1}(T)\right\rangle\right. \\
& \quad+\int_{t}^{T}\left\{\left\langle\left(\begin{array}{ccc}
Q^{1} & \left(S_{1}^{1}\right)^{\top} & \left(S_{2}^{1}\right)^{\top} \\
S_{1}^{1} & R_{11}^{1} & R_{12}^{1} \\
S_{2}^{1} & R_{21}^{1} & R_{22}^{1}
\end{array}\right)\left(\begin{array}{c}
\mathcal{X}_{1} \\
\Theta_{1}^{*} \mathcal{X}_{1}+v_{1} \\
\Theta_{2}^{*} \mathcal{X}_{1}+v_{2}^{*}
\end{array}\right),\left(\begin{array}{c}
\mathcal{X}_{1} \\
\Theta_{1}^{*} \mathcal{X}_{1}+v_{1} \\
\Theta_{2}^{*} \mathcal{X}_{1}+v_{2}^{*}
\end{array}\right)\right\rangle\right. \\
& \\
& \left.\left.\quad+2\left\langle\left(\begin{array}{c}
q^{1} \\
\rho_{1}^{1} \\
\rho_{2}^{1}
\end{array}\right),\left(\begin{array}{c}
\mathcal{X}_{1} \\
\Theta_{1}^{*} \mathcal{X}_{1}+v_{1} \\
\Theta_{2}^{*} \mathcal{X}_{1}+v_{2}^{*}
\end{array}\right)\right\rangle\right\} d s\right] \\
& =\mathbb{E}\left[\left\langle\begin{array}{l}
\left\langle\tilde{G}^{1} \mathcal{X}_{1}(T), \mathcal{X}_{1}(T)\right\rangle+2\left\langle\tilde{g}^{1}, \mathcal{X}_{1}(T)\right\rangle \\
\\
\left.\quad+\int_{t}^{T}\left\{\left\langle\left(\begin{array}{cc}
\tilde{Q}^{1} & \left(\tilde{S}^{1}\right)^{\top} \\
\tilde{S}^{1} & \tilde{R}^{1}
\end{array}\right)\binom{\mathcal{X}_{1}}{v_{1}},\binom{\mathcal{X}_{1}}{v_{1}}\right\rangle+2\left\langle\binom{\tilde{q}^{1}}{\tilde{\rho}^{1}},\binom{\mathcal{X}_{1}}{v_{1}}\right\rangle\right\} d s\right]+c^{1}(t)
\end{array}\right.\right.
\end{aligned}
$$

where we set

$$
\left\{\begin{array}{l}
\tilde{Q}^{1}:=Q^{1}+\left(S^{1}\right)^{\top} \Theta^{*}+\left(\Theta^{*}\right)^{\top} S^{1}+\left(\Theta^{*}\right)^{\top} R^{1} \Theta^{*} \\
\tilde{R}^{1}:=R_{11}^{1}, \tilde{S}^{1}:=S_{1}^{1}+R_{1}^{1} \Theta^{*}, \tilde{G}^{1}:=G^{1}, \\
\tilde{q}^{1}:=q^{1}+\left(\Theta^{*}\right)^{\top} \rho^{1}+\left(S_{2}^{1}+R_{2}^{1} \Theta^{*}\right)^{\top} v_{2}^{*}, \tilde{\rho}^{1}:=\rho_{1}^{1}+R_{12}^{1} v_{2}^{*}, \tilde{g}^{1}:=g^{1} \\
c^{1}(t):=\mathbb{E} \int_{t}^{T}\left\{\left\langle R_{22}^{1} v_{2}^{*}, v_{2}^{*}\right\rangle+2\left\langle\rho_{2}^{1}, v_{2}^{*}\right\rangle\right\} d s
\end{array}\right.
$$

By Proposition 3.2, we see that the assertion (1) is equivalent to the following:
(1-i) The solution $P_{1}(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ to the Lyapunov equation

$$
\left\{\begin{array}{l}
\dot{P}_{1}+P_{1}\left(A+B \Theta^{*}\right)+\left(A+B \Theta^{*}\right)^{\top} P_{1}+\left(C+D \Theta^{*}\right)^{\top} P_{1}\left(C+D \Theta^{*}\right) \\
\quad+Q^{1}+\left(S^{1}\right)^{\top} \Theta^{*}+\left(\Theta^{*}\right)^{\top} S^{1}+\left(\Theta^{*}\right)^{\top} R^{1} \Theta^{*}=0, \text { a.e. } s \in[t, T] \\
\\
P_{1}(T)=G^{1},
\end{array}\right.
$$

satisfies the following conditions:

$$
\begin{aligned}
& R_{11}^{1}+D_{1}^{\top} P_{1} D_{1} \geq 0 \text { a.e. } s \in[t, T] \\
& B_{1}^{\top} P_{1}+D_{1}^{\top} P_{1}\left(C+D \Theta^{*}\right)+S_{1}^{1}+R_{1}^{1} \Theta^{*}=0 \text { a.e. } s \in[t, T]
\end{aligned}
$$

(1-ii) The adapted solution $\left(\eta_{1}(\cdot), \zeta_{1}(\cdot)\right) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ to the BSDE

$$
\left\{\begin{aligned}
d \eta_{1}=-\{ & \left(A+B \Theta^{*}\right)^{\top} \eta_{1}+\left(C+D \Theta^{*}\right)^{\top} \zeta_{1} \\
& \quad\left(\left(P_{1} B_{1}+\left(C+D \Theta^{*}\right)^{\top} P_{1} D_{1}+\left(S_{1}^{1}+R_{1}^{1} \Theta^{*}\right)^{\top}\right) v_{1}^{*}\right. \\
& \quad\left(C+D \Theta^{*}\right)^{\top} P_{1}\left(D_{2} v_{2}^{*}+\sigma\right)+P_{1}\left(B_{2} v_{2}^{*}+b\right) \\
& \left.+q^{1}+\left(\Theta^{*}\right)^{\top} \rho^{1}+\left(S_{2}^{1}+R_{2}^{1} \Theta^{*}\right)^{\top} v_{2}^{*}\right\} d s+\zeta_{1} d W, s \in[t, T]
\end{aligned}\right\}
$$

satisfies the following condition:

$$
\begin{aligned}
B_{1}^{\top} \eta_{1}+D_{1}^{\top} \zeta_{1}+D_{1}^{\top} P_{1}\left(D_{2} v_{2}^{*}+\sigma\right)+\rho_{1}^{1}+R_{12}^{1} v_{2}^{*}+\left(R_{11}^{1}+D_{1}^{\top} P_{1} D_{1}\right) v_{1}^{*}=0 \\
\text { a.e. } s \in[t, T] \text { a.s. }
\end{aligned}
$$

Similarly, we see that the assertion (2) is equivalent to the following:
(2-i) The solution $P_{2}(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ to the Lyapunov equation

$$
\left\{\begin{array}{l}
\dot{P}_{2}+P_{2}\left(A+B \Theta^{*}\right)+\left(A+B \Theta^{*}\right)^{\top} P_{2}+\left(C+D \Theta^{*}\right)^{\top} P_{2}\left(C+D \Theta^{*}\right) \\
\quad+Q^{2}+\left(S^{2}\right)^{\top} \Theta^{*}+\left(\Theta^{*}\right)^{\top} S^{2}+\left(\Theta^{*}\right)^{\top} R^{2} \Theta^{*}=0, \text { a.e. } s \in[t, T], \\
P_{2}(T)=G^{2},
\end{array}\right.
$$

satisfies the following conditions:

$$
\begin{aligned}
& R_{22}^{2}+D_{2}^{\top} P_{2} D_{2} \geq 0 \text { a.e. } s \in[t, T] \\
& B_{2}^{\top} P_{2}+D_{2}^{\top} P_{2}\left(C+D \Theta^{*}\right)+S_{2}^{2}+R_{2}^{2} \Theta^{*}=0 \text { a.e. } s \in[t, T]
\end{aligned}
$$

(2-ii) The adapted solution $\left(\eta_{2}(\cdot), \zeta_{2}(\cdot)\right) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ to the BSDE

$$
\left\{\begin{aligned}
& d \eta_{2}=-\{ \left(A+B \Theta^{*}\right)^{\top} \eta_{2}+\left(C+D \Theta^{*}\right)^{\top} \zeta_{2} \\
&+\left(P_{2} B_{2}+\left(C+D \Theta^{*}\right)^{\top} P_{2} D_{2}+\left(S_{2}^{2}+R_{2}^{2} \Theta^{*}\right)^{\top}\right) v_{2}^{*} \\
&+\left(C+D \Theta^{*}\right)^{\top} P_{2}\left(D_{1} v_{1}^{*}+\sigma\right)+P_{2}\left(B_{1} v_{1}^{*}+b\right) \\
&\left.+q^{2}+\left(\Theta^{*}\right)^{\top} \rho^{2}+\left(S_{1}^{2}+R_{1}^{2} \Theta^{*}\right)^{\top} v_{1}^{*}\right\} d s+\zeta_{2} d W, s \in[t, T] \\
& \eta_{2}(T)=g^{2}
\end{aligned}\right.
$$

satisfies the following condition:

$$
\begin{gathered}
B_{2}^{\top} \eta_{2}+D_{2}^{\top} \zeta_{2}+D_{2}^{\top} P_{2}\left(D_{1} v_{1}^{*}+\sigma\right)+\rho_{2}^{2}+R_{21}^{2} v_{1}^{*}+\left(R_{22}^{2}+D_{2}^{\top} P_{2} D_{2}\right) v_{2}^{*}=0 \\
\text { a.e. } s \in[t, T] \text { a.s. }
\end{gathered}
$$

Observe that (1-i) (resp. (2-i)) are equivalent to (i) with $i=1$ (resp. $i=2$ ), and (1-ii) (resp. $(2$-ii)) are equivalent to (ii) with $i=1$ (resp. $i=2$ ). This completes the proof.

We now rewrite the Lyapunov equations (4.12) and the conditions (4.13) $(i=1,2)$ in a more compact form. (4.12) can be written as

$$
\begin{aligned}
0= & \left(\begin{array}{cc}
\dot{P}_{1} & 0_{n \times n} \\
0_{n \times n} & \dot{P}_{2}
\end{array}\right)+\left(\begin{array}{cc}
P_{1} & 0_{n \times n} \\
0_{n \times n} & P_{2}
\end{array}\right)\left(\begin{array}{cc}
A & 0_{n \times n} \\
0_{n \times n} & A
\end{array}\right)+\left(\begin{array}{cc}
A & 0_{n \times n} \\
0_{n \times n} & A
\end{array}\right)^{\top}\left(\begin{array}{cc}
P_{1} & 0_{n \times n} \\
0_{n \times n} & P_{2}
\end{array}\right) \\
& +\left(\begin{array}{cc}
C & 0_{n \times n} \\
0_{n \times n} & C
\end{array}\right)^{\top}\left(\begin{array}{cc}
P_{1} & 0_{n \times n} \\
0_{n \times n} & P_{2}
\end{array}\right)\left(\begin{array}{cc}
C & 0_{n \times n} \\
0_{n \times n} & C
\end{array}\right)+\left(\begin{array}{cc}
Q^{1} & 0_{n \times n} \\
0_{n \times n} & Q^{2}
\end{array}\right) \\
& +\left(\begin{array}{cc}
\Theta^{*} & 0_{m \times n} \\
0_{m \times n} & \Theta^{*}
\end{array}\right)^{\top}\left(\begin{array}{cc}
R^{1}+D^{\top} P_{1} D & 0_{m \times m} \\
0_{m \times m} & R^{2}+D^{\top} P_{2} D
\end{array}\right)\left(\begin{array}{cc}
\Theta^{*} & 0_{m \times n} \\
0_{m \times n} & \Theta^{*}
\end{array}\right) \\
& +\left(\begin{array}{cc}
P_{1} B+C^{\top} P_{1} D+\left(S^{1}\right)^{\top} & 0_{n \times m} \\
0_{n \times m} & P_{2} B+C^{\top} P_{2} D+\left(S^{2}\right)^{\top}
\end{array}\right)\left(\begin{array}{cc}
\Theta^{*} & 0_{m \times n} \\
0_{m \times n} & \Theta^{*}
\end{array}\right) \\
& +\left(\begin{array}{cc}
\Theta^{*} & 0_{m \times n} \\
0_{m \times n} & \Theta^{*}
\end{array}\right)^{\top}\left(\begin{array}{cc}
B^{\top} P_{1}+D^{\top} P_{1} C+S^{1} & 0_{m \times n} \\
0_{m \times n} & B^{\top} P_{2}+D^{\top} P_{2} C+S^{2}
\end{array}\right) .
\end{aligned}
$$

Consequently, one sees that the following holds:

$$
\left\{\begin{array}{l}
\dot{\boldsymbol{P}}+\boldsymbol{P} \boldsymbol{A}+\boldsymbol{A}^{\top} \boldsymbol{P}+\boldsymbol{C}^{\top} \boldsymbol{P} \boldsymbol{C}+\boldsymbol{Q}+\left(\boldsymbol{\Theta}^{*}\right)^{\top}\left(\boldsymbol{R}+\boldsymbol{D}^{\top} \boldsymbol{P} \boldsymbol{D}\right) \boldsymbol{\Theta}^{*}  \tag{4.15}\\
\quad+\left(\boldsymbol{P} \boldsymbol{B}+\boldsymbol{C}^{\top} \boldsymbol{P} \boldsymbol{D}+\boldsymbol{S}^{\top}\right) \boldsymbol{\Theta}^{*}+\left(\boldsymbol{\Theta}^{*}\right)^{\top}\left(\boldsymbol{B}^{\top} \boldsymbol{P}+\boldsymbol{D}^{\top} \boldsymbol{P} \boldsymbol{C}+\boldsymbol{S}\right)=0 \\
\boldsymbol{P}(T)=\boldsymbol{G},
\end{array}\right.
$$

where

$$
\boldsymbol{P}=\left(\begin{array}{cc}
P_{1} & 0_{n \times n} \\
0_{n \times n} & P_{2}
\end{array}\right), \quad \boldsymbol{\Theta}^{*}=\left(\begin{array}{cc}
\Theta^{*} & 0_{m \times n} \\
0_{m \times n} & \Theta^{*}
\end{array}\right) .
$$

Clearly, Lyapunov equation (4.15) is symmetric. On the other hand, 4.13) can be written as

$$
\begin{aligned}
0= & \binom{B_{1}^{\top} P_{1}+D_{1}^{\top} P_{1} C+S_{1}^{1}}{B_{2}^{\top} P_{2}+D_{2}^{\top} P_{2} C+S_{2}^{2}}+\binom{R_{1}^{1}+D_{1}^{\top} P_{1} D}{R_{2}^{2}+D_{2}^{\top} P_{2} D} \Theta^{*} \\
= & \left(\begin{array}{cc}
B_{1}^{\top} & 0_{m_{1} \times n} \\
0_{m_{2} \times n} & B_{2}^{\top}
\end{array}\right)\left(\begin{array}{cc}
P_{1} & 0_{n \times n} \\
0_{n \times n} & P_{2}
\end{array}\right)\binom{I_{n}}{I_{n}} \\
& +\left(\begin{array}{cc}
D_{1}^{\top} & 0_{m_{1} \times n} \\
0_{m_{2} \times n} & D_{2}^{\top}
\end{array}\right)\left(\begin{array}{cc}
P_{1} & 0_{n \times n} \\
0_{n \times n} & P_{2}
\end{array}\right)\left(\begin{array}{cc}
C & 0_{n \times n} \\
0_{n \times n} & C
\end{array}\right)\binom{I_{n}}{I_{n}} \\
& +\left(\begin{array}{cccc}
I_{m_{1}} & 0_{m_{1} \times m_{2}} & 0_{m_{1} \times m_{1}} & 0_{m_{1} \times m_{2}} \\
0_{m_{2} \times m_{1}} & 0_{m_{2} \times m_{2}} & 0_{m_{2} \times m_{1}} & I_{m_{2}}
\end{array}\right)\left(\begin{array}{cc}
S^{1} & 0_{m \times n} \\
0_{m \times n} & S^{2}
\end{array}\right)\binom{I_{n}}{I_{n}} \\
& +\left\{\begin{array}{cccc}
I_{m_{1}} & 0_{m_{1} \times m_{2}} & 0_{m_{1} \times m_{1}} & 0_{m_{1} \times m_{2}} \\
0_{m_{2} \times m_{1}} & 0_{m_{2} \times m_{2}} & 0_{m_{2} \times m_{1}} & I_{m_{2}}
\end{array}\right)\left(\begin{array}{cc}
R^{1} & 0_{m \times n} \\
0_{m \times n} & R^{2}
\end{array}\right)\binom{I_{m}}{I_{m}} \\
= & \boldsymbol{J}^{\top}\left(\boldsymbol{B}^{\top} \boldsymbol{P}+\boldsymbol{D}^{\top} \boldsymbol{P C}+\boldsymbol{S}\right) \boldsymbol{I}_{n}+\boldsymbol{J}^{\top}\left(\boldsymbol{R}+\boldsymbol{D}^{\top} \boldsymbol{P D} \boldsymbol{D}\right) \boldsymbol{I}_{m} \boldsymbol{\Theta}^{*} .
\end{aligned}
$$

### 4.3 Closed-loop representation of open-loop Nash equilibria

We have investigated two types of equilibria, that is, open-loop Nash equilibria and closedloop Nash equilibria. In this subsection, we look at relations between them. We introduce a concept of closed-loop representations of open-loop Nash equilibria defined as follows.

Definition 4.7. For each $t \in[0, T)$, We say that open-loop Nash equilibria of Problem (SDG) at $t$ admit a closed-loop representation, if there exists a 4-tuple $\left(\hat{\Theta}_{1}(\cdot), \hat{v}_{1}(\cdot) ; \hat{\Theta}_{2}(\cdot), \hat{v}_{2}(\cdot)\right) \in$ $\mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T] \times \mathcal{Q}_{2}[t, T] \times \mathcal{U}_{2}[t, T]$ such that for any initial state $x \in \mathbb{R}^{n}$, the pair $\left(\hat{u}_{1}(\cdot), \hat{u}_{2}(\cdot)\right)$ of control processes defined by

$$
\begin{equation*}
\hat{u}_{i}(\cdot):=\hat{\Theta}_{i}(\cdot) \hat{\mathcal{X}}(\cdot)+\hat{v}_{i}(\cdot) \in \mathcal{U}_{i}[t, T], \quad i=1,2, \tag{4.16}
\end{equation*}
$$

is an open-loop Nash equilibrium of Problem (SDG) for $(t, x)$, where $\hat{\mathcal{X}}(\cdot) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right)$ is the solution of the following closed-loop system:

$$
\left\{\begin{array}{l}
d \hat{\mathcal{X}}=\left(\left(A+B_{1} \hat{\Theta}_{1}+B_{2} \hat{\Theta}_{2}\right) \hat{\mathcal{X}}+B_{1} \hat{v}_{1}+B_{2} \hat{v}_{2}+b\right) d s  \tag{4.17}\\
\quad \quad+\left(\left(C+D_{1} \hat{\Theta}_{1}+D_{2} \hat{\Theta}_{2}\right) \hat{\mathcal{X}}+D_{1} \hat{v}_{1}+D_{2} \hat{v}_{2}+\sigma\right) d W, s \in[t, T], \\
\hat{\mathcal{X}}(t)=x
\end{array}\right.
$$

Inspired by the decoupling technique of coupled FBSDEs, we give a characterization of the closed-loop representation of open-loop Nash equilibria. We use the notation (4.8)-(4.9).

Theorem 4.8 ([3]). Suppose that Assumption 2 holds. Let $t \in[0, T)$ be given. Let

$$
\left(\hat{\Theta}_{1}(\cdot), \hat{v}_{1}(\cdot) ; \hat{\Theta}_{2}(\cdot), \hat{v}_{2}(\cdot)\right) \in \mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T] \times \mathcal{Q}_{2}[t, T] \times \mathcal{U}_{2}[t, T]
$$

and denote

$$
\hat{\Theta}=\binom{\hat{\Theta}_{1}}{\hat{\Theta}_{2}}, \hat{v}=\binom{\hat{v}_{1}}{\hat{v}_{2}} .
$$

Then open-loop Nash equilibria of Problem (SDG) at $t$ admit the closed-loop representation (4.16) if and only if the following hold:
(i) The following convexity condition holds for $i=1,2$ :

$$
J^{0, i}\left(t, 0 ; u_{i}(\cdot)\right) \geq 0, \forall u_{i}(\cdot) \in \mathcal{U}_{i}[t, T] ;
$$

(ii) The solution $\boldsymbol{\Pi}(\cdot) \in C\left([t, T] ; \mathbb{R}^{2 n \times n}\right)$ to the $O D E$

$$
\left\{\begin{array}{l}
\dot{\boldsymbol{\Pi}}+\boldsymbol{\Pi} A+\boldsymbol{A}^{\top} \boldsymbol{\Pi}+\boldsymbol{C}^{\top} \boldsymbol{\Pi} C+\boldsymbol{Q} \boldsymbol{I}_{n}+\left(\boldsymbol{\Pi} B+\boldsymbol{C}^{\top} \boldsymbol{\Pi} D+\boldsymbol{S}^{\top} \boldsymbol{I}_{m}\right) \hat{\Theta}=0, s \in[t, T],  \tag{4.18}\\
\boldsymbol{\Pi}(T)=\boldsymbol{G} \boldsymbol{I}_{n}
\end{array}\right.
$$

satisfies

$$
\begin{equation*}
\boldsymbol{J}^{\top}\left(\boldsymbol{R} \boldsymbol{I}_{m}+\boldsymbol{D}^{\top} \boldsymbol{\Pi} D\right) \hat{\Theta}+\boldsymbol{J}^{\top}\left(\boldsymbol{B}^{\top} \boldsymbol{\Pi}+\boldsymbol{D}^{\top} \boldsymbol{\Pi} C+\boldsymbol{S} \boldsymbol{I}_{n}\right)=0 \text { a.e. } s \in[t, T] \tag{4.19}
\end{equation*}
$$

and the adapted solution $(\boldsymbol{\eta}(\cdot), \boldsymbol{\zeta}(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{2 n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{2 n}\right)$ to the BSDE

$$
\left\{\begin{array}{l}
d \boldsymbol{\eta}=-\left\{\boldsymbol{A}^{\top} \boldsymbol{\eta}+\boldsymbol{C}^{\top} \boldsymbol{\zeta}+\left(\boldsymbol{\Pi} B+\boldsymbol{C}^{\top} \boldsymbol{\Pi} D+\boldsymbol{S}^{\top} \boldsymbol{I}_{m}\right) \hat{v}+\boldsymbol{C}^{\top} \boldsymbol{\Pi} \sigma+\boldsymbol{\Pi} b+\boldsymbol{q}\right\} d s  \tag{4.20}\\
\boldsymbol{\eta}(T)=\boldsymbol{g}, \\
\quad+\boldsymbol{\zeta} d W, s \in[t, T]
\end{array}\right.
$$

satisfies

$$
\begin{equation*}
\boldsymbol{J}^{\top}\left(\boldsymbol{R} \boldsymbol{I}_{m}+\boldsymbol{D}^{\top} \boldsymbol{\Pi} D\right) \hat{v}+\boldsymbol{J}^{\top}\left(\boldsymbol{B}^{\top} \boldsymbol{\eta}+\boldsymbol{D}^{\top} \boldsymbol{\zeta}+\boldsymbol{D}^{\top} \boldsymbol{\Pi} \sigma+\boldsymbol{\rho}\right)=0 \text { a.e. } s \in[t, T] \text { a.s. } \tag{4.21}
\end{equation*}
$$

Proof. Let $\boldsymbol{\Pi}(\cdot)$ and $(\boldsymbol{\eta}(\cdot), \boldsymbol{\zeta}(\cdot))$ be the solutions to (4.18) and 4.20), respectively. Let $x \in \mathbb{R}^{n}$ be given. Let $\hat{\mathcal{X}}(\cdot)$ be the solution of $\operatorname{SDE}$ (4.17), and define $\hat{u}_{i}(\cdot)$ by (4.16) for $i=1,2$. Note that $\hat{\mathcal{X}}(\cdot)=X\left(\cdot ; t, s, \hat{u}_{1}(\cdot), \hat{u}_{2}(\cdot)\right)$. Denote

$$
\hat{u}=\binom{\hat{u}_{1}}{\hat{u}_{2}}=\binom{\hat{\Theta}_{1} \hat{\mathcal{X}}+\hat{v}_{1}}{\hat{\Theta}_{2} \hat{\mathcal{X}}+\hat{v}_{2}}=\hat{\Theta} \hat{\mathcal{X}}+\hat{v}
$$

and set

$$
\boldsymbol{Y}=\boldsymbol{\Pi} \hat{\mathcal{X}}+\boldsymbol{\eta}, \boldsymbol{Z}=\boldsymbol{\Pi}(C+D \hat{\Theta}) \hat{\mathcal{X}}+\boldsymbol{\Pi} D \hat{v}+\boldsymbol{\Pi} \sigma+\boldsymbol{\zeta} .
$$

Then $\boldsymbol{Y}(T)=\boldsymbol{G} \boldsymbol{I}_{n} \hat{\mathcal{X}}(T)+\boldsymbol{g}$, and

$$
\begin{aligned}
d \boldsymbol{Y}= & \dot{\boldsymbol{\Pi}} \hat{\mathcal{X}} d s+\boldsymbol{\Pi} d \hat{\mathcal{X}}+d \boldsymbol{\eta} \\
= & \{\dot{\boldsymbol{\Pi}} \hat{\mathcal{X}}+\boldsymbol{\Pi}((A+B \hat{\Theta}) \hat{\mathcal{X}}+B \hat{v}+b) \\
& \left.-\left(\boldsymbol{A}^{\top} \boldsymbol{\eta}+\boldsymbol{C}^{\top} \boldsymbol{\zeta}+\left(\boldsymbol{\Pi} B+\boldsymbol{C}^{\top} \boldsymbol{\Pi} D+\boldsymbol{S}^{\top} \boldsymbol{I}_{m}\right) \hat{v}+\boldsymbol{C}^{\top} \boldsymbol{\Pi} \sigma+\boldsymbol{\Pi} b+\boldsymbol{q}\right)\right\} d s \\
& +\{\boldsymbol{\Pi}((C+D \hat{\Theta}) \hat{\mathcal{X}}+D \hat{v}+\sigma)+\boldsymbol{\zeta}\} d W \\
= & -\left\{\left(\boldsymbol{A}^{\top} \boldsymbol{\Pi}+\boldsymbol{C}^{\top} \boldsymbol{\Pi} C+\boldsymbol{Q} \boldsymbol{I}_{n}+\left(\boldsymbol{C}^{\top} \boldsymbol{\Pi} D+\boldsymbol{S}^{\top} \boldsymbol{I}_{m}\right) \hat{\Theta}\right) \hat{\mathcal{X}}+\boldsymbol{A}^{\top} \boldsymbol{\eta}+\boldsymbol{C}^{\top} \boldsymbol{\zeta}\right. \\
& \left.+\left(\boldsymbol{C}^{\top} \boldsymbol{\Pi} D+\boldsymbol{S}^{\top} \boldsymbol{I}_{m}\right) \hat{v}+\boldsymbol{C}^{\top} \boldsymbol{\Pi} \sigma+\boldsymbol{q}\right\} d s+\boldsymbol{Z} d W \\
= & -\left\{\boldsymbol{A}^{\top}(\boldsymbol{\Pi} \hat{\mathcal{X}}+\boldsymbol{\eta})+\boldsymbol{C}^{\top}(\boldsymbol{\Pi}(C+D \hat{\Theta}) \hat{\mathcal{X}}+\boldsymbol{\Pi} D \hat{v}+\boldsymbol{\Pi} \sigma+\boldsymbol{\zeta})\right. \\
& \left.+\boldsymbol{Q} \boldsymbol{I}_{n}+\boldsymbol{S}^{\top} \boldsymbol{I}_{m}(\hat{\Theta} \hat{\mathcal{X}}+\hat{v})+\boldsymbol{q}\right\} d s+\boldsymbol{Z} d W \\
= & -\left(\boldsymbol{A}^{\top} \boldsymbol{Y}+\boldsymbol{C}^{\top} \boldsymbol{Z}+\boldsymbol{Q} \boldsymbol{I}_{n} \hat{\mathcal{X}}+\boldsymbol{S}^{\top} \boldsymbol{I}_{m} \hat{u}+\boldsymbol{q}\right) d s+\boldsymbol{Z} d W .
\end{aligned}
$$

This shows that $(\hat{\mathcal{X}}(\cdot), \boldsymbol{Y}(\cdot), \boldsymbol{Z}(\cdot))$ is the adapted solution of FBSDE (4.10) with $u^{*}(\cdot)$ replaced by $\hat{u}(\cdot)$. According to Theorem 4.5, the pair $\left(\hat{u}_{1}(\cdot), \hat{u}_{2}(\cdot)\right)$ is an open-loop Nash equilibrium of Problem (SDG) at $(t, x)$ if and only if (i) holds and

$$
\begin{aligned}
0= & \boldsymbol{J}^{\top}\left(\boldsymbol{B}^{\top} \boldsymbol{Y}+\boldsymbol{D}^{\top} \boldsymbol{Z}+\boldsymbol{S I}_{n} \hat{\mathcal{X}}+\boldsymbol{R} \boldsymbol{I}_{m} \hat{u}+\boldsymbol{\rho}\right) \\
= & \boldsymbol{J}^{\top}\left\{\boldsymbol{B}^{\top}(\boldsymbol{\Pi} \hat{\mathcal{X}}+\boldsymbol{\eta})+\boldsymbol{D}^{\top}(\boldsymbol{\Pi}(C+D \hat{\Theta}) \hat{\mathcal{X}}+\boldsymbol{\Pi} D \hat{v}+\boldsymbol{\Pi} \sigma+\boldsymbol{\zeta})\right. \\
& \left.+\boldsymbol{S} \boldsymbol{I}_{n} \hat{\mathcal{X}}+\boldsymbol{R} \boldsymbol{I}_{m}(\hat{\Theta} \hat{\mathcal{X}}+\hat{v})+\boldsymbol{\rho}\right\} \\
= & \boldsymbol{J}^{\top}\left\{\boldsymbol{B}^{\top} \boldsymbol{\Pi}+\boldsymbol{D}^{\top} \boldsymbol{\Pi} C+\boldsymbol{S} \boldsymbol{I}_{n}+\left(\boldsymbol{R} \boldsymbol{I}_{m}+\boldsymbol{D}^{\top} \boldsymbol{\Pi} D\right) \hat{\Theta}\right\} \hat{\mathcal{X}} \\
& +\boldsymbol{J}^{\top}\left\{\boldsymbol{B}^{\top} \boldsymbol{\eta}+\boldsymbol{D}^{\top} \boldsymbol{\zeta}+\boldsymbol{D}^{\top} \boldsymbol{\Pi} \sigma+\boldsymbol{\rho}+\left(\boldsymbol{R} \boldsymbol{I}_{m}+\boldsymbol{D}^{\top} \boldsymbol{\Pi} D\right) \hat{v}\right\} .
\end{aligned}
$$

Since the initial state $x \in \mathbb{R}^{n}$ is arbitrary and $(\hat{\Theta}(\cdot), \hat{v}(\cdot))$ is independent of $x$, the above leads to (4.19) and (4.21).

Let us rewrite 4.18-4.21) componentwise as follows. Denote

$$
\boldsymbol{\Pi}=\binom{\Pi_{1}}{\Pi_{2}}, \boldsymbol{\eta}=\binom{\eta_{1}}{\eta_{2}}, \boldsymbol{\zeta}=\binom{\zeta_{1}}{\zeta_{2}}
$$

where for $i=1,2, \Pi_{i}(\cdot)$ takes values in $\mathbb{R}^{n \times n}$, and $\eta_{i}(\cdot)$ and $\zeta_{i}(\cdot)$ take values in $\mathbb{R}^{n}$. Then

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{\Pi}_{i}+\Pi_{i} A+A^{\top} \Pi_{i}+C^{\top} \Pi_{i} C+Q^{i}+\left(\Pi_{i} B+C^{\top} \Pi_{i} D+\left(S^{i}\right)^{\top}\right) \hat{\Theta}=0, \text { a.e. } \\
s \in[t, T],
\end{array} \quad i=1,2, \quad l\right. \\
& \binom{R_{1}^{1}+D_{1}^{\top} \Pi_{1} D}{R_{2}^{2}+D_{2}^{\top} \Pi_{2} D} \hat{\Theta}+\binom{B_{1}^{\top} \Pi_{1}+D_{1}^{\top} \Pi_{1} C+S_{1}^{1}}{B_{2}^{\top} \Pi_{2}+D_{2}^{\top} \Pi_{2} C+S_{2}^{2}}=0 \text { a.e. } s \in[t, T],  \tag{4.22}\\
& \left\{\begin{array}{l}
d \eta_{i}=-\left\{A^{\top} \eta_{i}+C^{\top} \zeta_{i}+\left(\Pi_{i} B+C^{\top} \Pi_{i} D+\left(S^{i}\right)^{\top}\right) \hat{v}\right. \\
\left.\quad+C^{\top} \Pi_{i} \sigma+\Pi_{i} b+q^{i}\right\} d s+\zeta_{i} d W, s \in[t, T], \quad i=1,2, \\
\eta_{i}(T)=g^{i},
\end{array}\right.  \tag{4.24}\\
& \binom{R_{1}^{1}+D_{1}^{\top} \Pi_{1} D}{R_{2}^{2}+D_{2}^{\top} \Pi_{2} D} \hat{v}+\binom{B_{1}^{\top} \eta_{1}+D_{1}^{\top} \zeta_{1}+D_{1}^{\top} \Pi_{1} \sigma+\rho_{1}^{1}}{B_{2}^{\top} \eta_{2}+D_{2}^{\top} \zeta_{2}+D_{2}^{\top} \Pi_{2} \sigma+\rho_{2}^{2}}=0 \text { a.e. } s \in[t, T] \text { a.s. } \tag{4.25}
\end{align*}
$$

Noting the relation (4.23), one sees the equations for $\Pi_{1}(\cdot)$ and $\Pi_{2}(\cdot)$ are coupled and none of them are symmetric. Consequently, $\Pi_{1}(\cdot)$ and $\Pi_{2}(\cdot)$ are not symmetric in general, whereas the Lyapunov equations (4.12) for $P_{1}(\cdot)$ and $P_{2}(\cdot)$ are symmetric. From these results, we see that the closed-loop representation of open-loop Nash equilibria is different from the outcome of closed-loop Nash equilibria; see Example 4.17.

### 4.4 Zero-sum games

In this subsection we consider linear-quadratic two-person zero-sum stochastic differential games in which one player's gain is other's loss. In this case, the sum of the payoffs/costs of the players is always zero, i.e.,

$$
J^{1}\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)+J^{2}\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)=0, \forall\left(u_{1}(\cdot), u_{2}(\cdot)\right) \in \mathcal{U}_{1}[t, T] \times \mathcal{U}_{2}[t, T]
$$

for any $(t, x) \in[0, T) \times \mathbb{R}^{n}$. Thus, we may assume, without loss of generality, that the weighting matrices in $J^{1}$ and $J^{2}$ have opposite signs, i.e.,

$$
\left\{\begin{array}{l}
Q^{1}+Q^{2}=0, R_{j k}^{1}+R_{j k}^{2}=0, S_{j}^{1}+S_{j}^{2}=0, G^{1}+G^{2}=0  \tag{4.26}\\
q^{1}+q^{2}=0, \rho_{j}^{1}+\rho_{j}^{2}=0, g^{1}+g^{2}=0, j, k=1,2
\end{array}\right.
$$

To simplify the notation, we shall denote $J\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)=J^{1}\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)$ and

$$
\begin{aligned}
& Q=Q^{1}, R_{j k}=R_{j k}^{1}, S_{j}=S_{j}^{1}, G=G^{1}, q=q^{1}, \rho_{j}=\rho_{j}^{1}, g=g^{1}, j, k=1,2 \\
& R=\left(\begin{array}{ll}
R_{11} & R_{12} \\
R_{21} & R_{22}
\end{array}\right), S=\binom{S_{1}}{S_{2}}, \rho=\binom{\rho_{1}}{\rho_{2}}
\end{aligned}
$$

Then the cost functional $J\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)$ can be written as

$$
\begin{aligned}
J\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)=\mathbb{E}[ & \langle G X(T), X(T)\rangle+2\langle g, X(T)\rangle \\
& \left.+\int_{t}^{T}\left\{\left\langle\left(\begin{array}{cc}
Q & S^{\top} \\
S & R
\end{array}\right)\binom{X}{u},\binom{X}{u}\right\rangle+2\left\langle\binom{ q}{\rho},\binom{X}{u}\right\rangle\right\} d s\right]
\end{aligned}
$$

where

$$
u=\binom{u_{1}}{u_{2}}
$$

and $X(\cdot)=X\left(\cdot ; t, x, u_{1}(\cdot), u_{2}(\cdot)\right)$ is the solution of the SDE

$$
\left\{\begin{array}{l}
d X=(A X+B u+b) d s+(C X+D u+\sigma) d W, s \in[t, T] \\
X(t)=x
\end{array}\right.
$$

With the above notation, $J\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)$ can be seen as the cost for Player 1 as well as the payoff for Player 2, corresponding to the control pair $\left(u_{1}(\cdot), u_{2}(\cdot)\right)$. Therefore, Player 1 wishes to minimize $J\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)$ by selecting a control process $u_{1}(\cdot) \in \mathcal{U}_{1}[t, T]$, while Player 2 wishes to maximize $J\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)$ by selecting a control process $u_{2}(\cdot) \in \mathcal{U}_{2}[t, T]$.

For each closed-loop strategy pair $\left(\Theta_{1}(\cdot), v_{1}(\cdot) ; \Theta_{2}(\cdot), v_{2}(\cdot)\right) \in \mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T] \times \mathcal{Q}_{2}[t, T] \times$ $\mathcal{U}_{2}[t, T]$, define

$$
\mathcal{J}\left(t, x ; \Theta_{1}(\cdot), v_{1}(\cdot) ; \Theta_{2}(\cdot), v_{2}(\cdot)\right):=J\left(t, x ; \Theta_{1}(\cdot) \mathcal{X}(\cdot)+v_{1}(\cdot) ; \Theta_{2}(\cdot) \mathcal{X}(\cdot)+v_{2}(\cdot)\right)
$$

where $\mathcal{X}(\cdot)=\mathcal{X}\left(\cdot ; t, x, \Theta_{1}(\cdot), v_{1}(\cdot), \Theta_{2}(\cdot), v_{2}(\cdot)\right)$ is the solution of the closed-loop system

$$
\left\{\begin{array}{l}
d \mathcal{X}=((A+B \Theta) \mathcal{X}+B v+b) d s+((C+D \Theta) \mathcal{X}+D v+\sigma) d W, s \in[t, T] \\
\mathcal{X}(t)=x
\end{array}\right.
$$

with the notation

$$
\Theta=\binom{\Theta_{1}}{\Theta_{2}}, v=\binom{v_{1}}{v_{2}} .
$$

Lastly, define the homogeneous cost functional by

$$
J^{0}\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right):=\mathbb{E}\left[\langle G X(T), X(T)\rangle+\int_{t}^{T}\left\langle\left(\begin{array}{cc}
Q & S^{\top} \\
S & R
\end{array}\right)\binom{X}{u},\binom{X}{u}\right\rangle d s\right]
$$

where $X(\cdot)$ is the solution of the homogeneous SDE

$$
\left\{\begin{array}{l}
d X=(A X+B u) d s+(C X+D u) d W, s \in[t, T] \\
X(t)=x
\end{array}\right.
$$

In zero-sum games, Nash equilibria are called saddle points. In terms of the single cost functional $J\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)$, the notion of open-loop and closed-loop Nash saddle points can be represented as follows.

Definition 4.9. Let (4.26) hold.
(i) Let $(t, x) \in[0, T) \times \mathbb{R}^{n}$ be given. A pair $\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right) \in \mathcal{U}_{1}[t, T] \times \mathcal{U}_{2}[t, T]$ is called an open-loop saddle point of Problem (SDG) for the initial pair $(t, x)$ if

$$
J\left(t, x ; u_{1}^{*}(\cdot) ; u_{2}(\cdot)\right) \leq J\left(t, x ; u_{1}^{*}(\cdot) ; u_{2}^{*}(\cdot)\right) \leq J\left(t, x ; u_{1}(\cdot) ; u_{2}^{*}(\cdot)\right)
$$

for any $\left(u_{1}(\cdot), u_{2}(\cdot)\right) \in \mathcal{U}_{1}[t, T] \times \mathcal{U}_{2}[t, T]$.
(ii) Let $t \in[0, T)$ be given. A 4-tuple $\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \in \mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T] \times$ $\mathcal{Q}_{2}[t, T] \times \mathcal{U}_{2}[t, T]$ is called a closed-loop saddle point of Problem (SDG) on $[t, T]$ if for any $x \in \mathbb{R}^{n}$, the following holds:

$$
\begin{aligned}
\mathcal{J}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}(\cdot), v_{2}(\cdot)\right) & \leq \mathcal{J}\left(t, x ; \Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \\
& \leq \mathcal{J}\left(t, x ; \Theta_{1}(\cdot), v_{1}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right)
\end{aligned}
$$

for any $\left(\Theta_{1}(\cdot), v_{1}(\cdot) ; \Theta_{2}(\cdot), v_{2}(\cdot)\right) \in \mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T] \times \mathcal{Q}_{2}[t, T] \times \mathcal{U}_{2}[t, T]$.
In the case of zero-sum games, Theorems 4.5 and 4.6 can be reformulated in the following simple ways.

Theorem 4.10 ([2]). Suppose that Assumption 2 and (4.26) hold. Let $(t, x) \in[0, T) \times \mathbb{R}^{n}$ be given. Let $(t, x) \in[0, T) \times \mathbb{R}^{n}$ be given. Let $\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right) \in \mathcal{U}_{1}[t, T] \times \mathcal{U}_{2}[t, T]$ and $X^{*}(\cdot):=$ $X\left(\cdot ; t, x, u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right)$ be the corresponding state process. Denote

$$
u^{*}=\binom{u_{1}^{*}}{u_{2}^{*}}
$$

Then $\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right)$ is an open-loop optimal control of Problem (SDG) for $(t, x)$ if and only if the following hold:
(i) The following convexity-concavity condition holds:

$$
\begin{aligned}
& J^{0}\left(t, 0 ; u_{1}(\cdot) ; 0\right) \geq 0, \forall u_{1}(\cdot) \in \mathcal{U}_{1}[t, T] \\
& J^{0}\left(t, 0 ; 0 ; u_{2}(\cdot)\right) \leq 0, \forall u_{2}(\cdot) \in \mathcal{U}_{2}[t, T]
\end{aligned}
$$

(ii) The following stationarity condition holds:

$$
B^{\top} Y^{*}+D^{\top} Z^{*}+S X^{*}+R u^{*}+\rho=0 \text { a.e. } s \in[t, T] \text { a.s., }
$$

where $\left(Y^{*}(\cdot), Z^{*}(\cdot)\right) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ is the adapted solution of the BSDE

$$
\left\{\begin{array}{l}
d Y^{*}=-\left(A^{\top} Y^{*}+C^{\top} Z^{*}+Q X^{*}+S^{\top} u^{*}+q\right) d s+Z^{*} d W, s \in[t, T] \\
Y^{*}(T)=G X^{*}(T)+g
\end{array}\right.
$$

Proof. The result follows obviously from the fact that in the case of 4.26), the adapted solutions $\left(Y_{i}^{*}(\cdot), Z_{i}^{*}(\cdot)\right) ; i=1,2$, to $\operatorname{BSDE}(4.5)$ are mutual additive inverse.

Theorem 4.11 ([2]). Suppose that Assumption 2 and (4.26) hold. Let $t \in[0, T)$ be given. Let $\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \in \mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T] \times \mathcal{Q}_{2}[t, T] \times \mathcal{U}_{2}[t, T]$ and denote

$$
\Theta^{*}=\binom{\Theta_{1}^{*}}{\Theta_{2}^{*}}, v^{*}=\binom{v_{1}^{*}}{v_{2}^{*}} .
$$

Then $\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right)$ is a closed-loop saddle point of Problem (SDG) on $[t, T]$ if and only if the following hold:
(i) The solution $P(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ to the Lyapunov equation

$$
\left\{\begin{aligned}
& \dot{P}+P A+A^{\top} P+C^{\top} P C+Q+\left(\Theta^{*}\right)^{\top}\left(R+D^{\top} P D\right) \Theta^{*} \\
&+\left(P B+C^{\top} P D+S^{\top}\right) \Theta^{*}+\left(\Theta^{*}\right)^{\top}\left(B^{\top} P+D^{\top} P C+S\right)=0, \\
& P(T)=G, \text { a.e. } s \in[t, T] \\
&
\end{aligned}\right.
$$

satisfies the following conditions:

$$
\begin{aligned}
& R_{11}+D_{1}^{\top} P D_{1} \geq 0, R_{22}+D_{2}^{\top} P D_{2} \leq 0, \text { a.e. } s \in[t, T] \\
& B^{\top} P+D^{\top} P C+S+\left(R+D^{\top} P D\right) \Theta^{*}=0 \text { a.e. } s \in[t, T]
\end{aligned}
$$

(ii) The adapted solution $(\eta(\cdot), \zeta(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ to the BSDE

$$
\left\{\begin{array}{l}
d \eta=-\left\{A^{\top} \eta+C^{\top} \zeta+\left(P B+C^{\top} P D+S^{\top}\right) v^{*}+C^{\top} P \sigma+P b+q\right\} d s+\zeta_{i} d W \\
\eta(T)=g, \\
s \in[t, T]
\end{array}\right.
$$

satisfies the following condition:

$$
B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho+\left(R+D^{\top} P D\right) v^{*}=0 \text { a.e. } s \in[t, T] \text { a.s. }
$$

Proof. In the case of (4.26), the solutions $P_{i}(\cdot) ; i=1,2$, to the Lyapunov equations 4.12) are mutual additive inverse, i.e., $P_{1}(s)=-P_{2}(s)$ for any $s \in[t, T]$. It is clear then that the conditions (i) in Theorems 4.6 and 4.11 are equivalent. Similarly, the adapted solutions $\left(\eta_{i}(\cdot), \zeta_{i}(\cdot)\right) ; i=1,2$, to the BSDEs 4.14) are mutual additive inverse. Thus, denoting

$$
\eta(\cdot):=\eta_{1}(\cdot)=-\eta_{2}(\cdot), \zeta(\cdot):=\zeta_{1}(\cdot)=-\zeta_{2}(\cdot),
$$

the BSDE (4.14) leads to

$$
\left\{\begin{array}{l}
d \eta=-\left\{A^{\top} \eta+C^{\top} \zeta+\left(\Theta^{*}\right)^{\top}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho+\left(R+D^{\top} P D\right) v^{*}\right)\right.  \tag{4.27}\\
\\
\\
\left.\quad+\left(P B+C^{\top} P D+S^{\top}\right) v^{*}+C^{\top} P \sigma+P b+q\right\} d s+\zeta d W, \\
\\
\eta(T)=g .
\end{array}\right.
$$

Then the condition (ii) in Theorem 4.6 is equivalent to

$$
B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho+\left(R+D^{\top} P D\right) v^{*}=0 \text { a.e. } s \in[t, T] \text { a.s. }
$$

By inserting the above condition into (4.27), we see that the conditions (ii) in Theorems 4.6 and 4.11 are equivalent.

An equivalent statement of Theorem 4.11 is as follows. The proof is similar to that of Theorem 3.4.

Theorem 4.12 ([2]). Suppose that Assumption 2 and (4.26) hold. Let $t \in[0, T)$ be given. Then Problem (SDG) admits a closed-loop saddle point on $[t, T]$ if and only if the following hold:
(i) The Riccati equation

$$
\left\{\begin{array}{l}
\dot{P}+P A+A^{\top} P+C^{\top} P C+Q  \tag{4.28}\\
\quad-\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} P+D^{\top} P C+S\right)=0, \text { a.e. } s \in[t, T], \\
P(T)=G,
\end{array}\right.
$$

admits a solution $P(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ such that

$$
\begin{align*}
& R_{11}+D_{1}^{\top} P D_{1} \geq 0, R_{22}+D_{2}^{\top} P D_{2} \leq 0, \text { a.e. } s \in[t, T]  \tag{4.29}\\
& \mathcal{R}\left(B^{\top} P+D^{\top} P C+S\right) \subset \mathcal{R}\left(R+D^{\top} P D\right) \text { a.e. } s \in[t, T]  \tag{4.30}\\
& \left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} P+D^{\top} P C+S\right) \in L^{2}\left(t, T ; \mathbb{R}^{m \times n}\right) \tag{4.31}
\end{align*}
$$

(ii) The adapted solution $(\eta(\cdot), \zeta(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ to the BSDE

$$
\left\{\begin{align*}
d \eta=-\{ & \left(A^{\top}-\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger} B^{\top}\right) \eta  \tag{4.32}\\
& +\left(C^{\top}-\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger} D^{\top}\right) \zeta \\
& +\left(C^{\top}-\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger} D^{\top}\right) P \sigma \\
& \left.-\left(P B+C^{\top} P D+S^{\top}\right)\left(R+D^{\top} P D\right)^{\dagger} \rho+P b+q\right\} d s \\
& \quad+\zeta d W, s \in[t, T] \\
\eta(T)=g &
\end{align*}\right.
$$

satisfies the following conditions:

$$
\begin{align*}
& B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho \in \mathcal{R}\left(R+D^{\top} P D\right) \text { a.e. } s \in[t, T] \text { a.s. }  \tag{4.33}\\
& \left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right) \in L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{m}\right) \tag{4.34}
\end{align*}
$$

In this case, any closed-loop saddle point $\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right) \in \mathcal{Q}_{1}[t, T] \times \mathcal{U}_{1}[t, T] \times$ $\mathcal{Q}_{2}[t, T] \times \mathcal{U}_{2}[t, T]$ of Problem (SDG) on $[t, T]$ admits the representation

$$
\begin{align*}
\Theta^{*}:=\binom{\Theta_{1}^{*}}{\Theta_{2}^{*}}=-(R+ & \left.D^{\top} P D\right)^{\dagger}\left(B^{\top} P+D^{\top} P C+S\right) \\
& +\left(I_{m}-\left(R+D^{\top} P D\right)^{\dagger}\left(R+D^{\top} P D\right)\right) \Pi  \tag{4.35}\\
v^{*}:=\binom{v_{1}^{*}}{v_{2}^{*}}=-(R+ & \left.D^{\top} P D\right)^{\dagger}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} P \sigma+\rho\right) \\
& +\left(I_{m}-\left(R+D^{\top} P D\right)^{\dagger}\left(R+D^{\top} P D\right)\right) \nu \tag{4.36}
\end{align*}
$$

for some $\Pi(\cdot) \in L^{2}\left(t, T ; \mathbb{R}^{m \times n}\right)$ and $\nu(\cdot) \in L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{m}\right)$.
Next, let us investigate closed-loop representations of open-loop saddle points of zero-sum games. We shall see that any closed-loop representation of open-loop saddle points coincides with the outcome of a closed-loop saddle point, as long as both exist.

Firstly, in the case of (4.26), the solutions $\Pi_{i}(\cdot) ; i=1,2$ of the ODEs 4.22) are mutual additive inverse, and by denoting $\Pi(\cdot)=\Pi_{1}(\cdot)=-\Pi_{2}(\cdot)$, we have

$$
\left\{\begin{array}{l}
\dot{\Pi}+\Pi A+A^{\top} \Pi+C^{\top} \Pi C+Q+\left(\Pi B+C^{\top} \Pi D+S^{\top}\right) \hat{\Theta}=0, \text { a.e. } s \in[t, T] \\
\Pi(T)=G .
\end{array}\right.
$$

On the other hand, 4.25 can be written as

$$
\binom{R_{1}+D_{1}^{\top} \Pi D}{-R_{2}-D_{2}^{\top} \Pi D} \hat{\Theta}+\binom{B_{1}^{\top} \Pi+D_{1}^{\top} \Pi C+S_{1}}{-B_{2}^{\top} \Pi-D_{2}^{\top} \Pi C-S_{2}}=0 \text { a.e. } s \in[t, T]
$$

which is equivalent to

$$
\left(R+D^{\top} \Pi D\right) \hat{\Theta}+B^{\top} \Pi+D^{\top} \Pi C+S=0 \text { a.e. } s \in[t, T] .
$$

Furthermore, the latter is equivalent to the following:

$$
\begin{align*}
& \mathcal{R}\left(B^{\top} \Pi+D^{\top} \Pi C+S\right) \subset \mathcal{R}\left(R+D^{\top} \Pi D\right) \text { a.e. } s \in[t, T]  \tag{4.37}\\
& \left(R+D^{\top} \Pi D\right)^{\dagger}\left(B^{\top} \Pi+D^{\top} \Pi C+S\right) \in L^{2}\left(t, T ; \mathbb{R}^{m \times n}\right) \tag{4.38}
\end{align*}
$$

and in this case $\hat{\Theta}$ is given by

$$
\begin{align*}
\hat{\Theta}=-(R & \left.+D^{\top} \Pi D\right)^{\dagger}\left(B^{\top} \Pi+D^{\top} \Pi C+S\right) \\
& +\left(I_{m}-\left(R+D^{\top} \Pi D\right)^{\dagger}\left(R+D^{\top} \Pi D\right)\right) \Gamma \tag{4.39}
\end{align*}
$$

for some $\Gamma(\cdot) \in L^{2}\left(t, T ; \mathbb{R}^{m \times n}\right)$. By inserting (4.39) into the ODE for $\Pi(\cdot)$, we see that the latter becomes the Riccati equation

$$
\left\{\begin{array}{l}
\dot{\Pi}+\Pi A+A^{\top} \Pi+C^{\top} \Pi C+Q  \tag{4.40}\\
\quad-\left(\Pi B+C^{\top} \Pi D+S^{\top}\right)\left(R+D^{\top} \Pi D\right)^{\dagger}\left(B^{\top} \Pi+D^{\top} \Pi C+S\right)=0, \text { a.e. } s \in[t, T] \\
\Pi(T)=G .
\end{array}\right.
$$

Note that Riccati equation (4.40) is symmetric.
Similarly, the adapted solutions $\left(\eta_{i}(\cdot), \zeta_{i}(\cdot)\right) ; i=1,2$, to the BSDE (4.24) are mutual additive inverse, and by denoting $(\eta(\cdot), \zeta(\cdot))=\left(\eta_{1}(\cdot), \zeta_{1}(\cdot)\right)=\left(-\eta_{2}(\cdot),-\zeta_{2}(\cdot)\right)$, we have

$$
\left\{\begin{array}{l}
d \eta=-\left\{A^{\top} \eta+C^{\top} \zeta+\left(\Pi B+C^{\top} \Pi D+S^{\top}\right) \hat{v}\right. \\
\\
\left.\quad+C^{\top} \Pi \sigma+\Pi b+q\right\} d s+\zeta_{i} d W, s \in[t, T] \\
\eta(T)=g .
\end{array}\right.
$$

On the other hand, (4.25) can be written by

$$
\binom{R_{1}+D_{1}^{\top} \Pi D}{-R_{2}-D_{2}^{\top} \Pi D} \hat{v}+\binom{B_{1}^{\top} \eta+D_{1}^{\top} \zeta+D_{1}^{\top} \Pi \sigma+\rho_{1}}{-B_{2}^{\top} \eta-D_{2}^{\top} \zeta-D_{2}^{\top} \Pi \sigma-\rho_{2}}=0 \text { a.e. } s \in[t, T]
$$

which is equivalent to

$$
\left(R+D^{\top} \Pi D\right) \hat{v}+B^{\top} \eta+D^{\top} \zeta+D^{\top} \Pi \sigma+\rho=0 \text { a.e. } s \in[t, T] \text { a.s. }
$$

The latter is equivalent to the following:

$$
\begin{align*}
& B^{\top} \eta+D^{\top} \zeta+D^{\top} \Pi \sigma+\rho \in \mathcal{R}\left(R+D^{\top} \Pi D\right) \text { a.e. } s \in[t, T] \text { a.s. }  \tag{4.41}\\
& \left(R+D^{\top} \Pi D\right)^{\dagger}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} \Pi \sigma+\rho\right) \in L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{m}\right) \tag{4.42}
\end{align*}
$$

and in this case $\hat{v}$ is given by

$$
\begin{align*}
\hat{v}= & -\left(R+D^{\top} \Pi D\right)^{\dagger}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} \Pi \sigma+\rho\right) \\
& +\left(I_{m}-\left(R+D^{\top} \Pi D\right)^{\dagger}\left(R+D^{\top} \Pi D\right)\right) \gamma \tag{4.43}
\end{align*}
$$

for some $\gamma(\cdot) \in L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{m}\right)$. By inserting (4.43) into the BSDE for $(\eta(\cdot), \zeta(\cdot))$, we see that the latter becomes

$$
\left\{\begin{align*}
d \eta=-\{ & \left(A^{\top}-\left(\Pi B+C^{\top} \Pi D+S^{\top}\right)\left(R+D^{\top} \Pi D\right)^{\dagger} B^{\top}\right) \eta  \tag{4.44}\\
& +\left(C^{\top}-\left(\Pi B+C^{\top} \Pi D+S^{\top}\right)\left(R+D^{\top} \Pi D\right)^{\dagger} D^{\top}\right) \zeta \\
& +\left(C^{\top}-\left(\Pi B+C^{\top} \Pi D+S^{\top}\right)\left(R+D^{\top} \Pi D\right)^{\dagger} D^{\top}\right) P \sigma \\
& \left.-\left(\Pi B+C^{\top} \Pi D+S^{\top}\right)\left(R+D^{\top} \Pi D\right)^{\dagger} \rho+\Pi b+q\right\} d s \\
& \quad+\zeta d W, s \in[t, T] \\
\eta(T)=g &
\end{align*}\right.
$$

We summarize these observations in the following theorem.
Theorem 4.13 ([3]). Suppose that Assumption 2 and (4.26) hold. Let $t \in[0, T)$ be given. The open-loop saddle points of Problem (SDG) at t admit a closed-loop representation if and only if the following hold:
(i) The convexity-concavity condition (i) of Theorem 4.10 holds;
(ii) Riccati equation (4.40) admits a solution $\Pi(\cdot) \in C\left([t, T] ; \mathbb{S}^{n}\right)$ such that 4.37)-(4.38) hold, and the adapted solution $(\eta(\cdot), \zeta(\cdot)) \in L_{\mathbb{F}}^{2}\left(\Omega ; C\left([t, T] ; \mathbb{R}^{n}\right)\right) \times L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{n}\right)$ of BSDE (4.44) satisfies 4.41-4.42).

In this case, $\left(\hat{\Theta}_{1}(\cdot) \hat{\mathcal{X}}(\cdot)+\hat{v}_{1}(\cdot), \hat{\Theta}_{2}(\cdot) \hat{\mathcal{X}}(\cdot)+\hat{v}_{2}(\cdot)\right)$ is a closed-loop representation of open-loop saddle points if and only if

$$
\begin{aligned}
& \hat{\Theta}:=\binom{\hat{\Theta}_{1}}{\hat{\Theta}_{2}}=-\left(R+D^{\top} \Pi D\right)^{\dagger}\left(B^{\top} \Pi+D^{\top} \Pi C+S\right) \\
& +\left(I_{m}-\left(R+D^{\top} \Pi D\right)^{\dagger}\left(R+D^{\top} \Pi D\right)\right) \Gamma, \\
& \hat{v}:=\binom{\hat{v}_{1}}{\hat{v}_{2}}=-\left(R+D^{\top} \Pi D\right)^{\dagger}\left(B^{\top} \eta+D^{\top} \zeta+D^{\top} \Pi \sigma+\rho\right) \\
& +\left(I_{m}-\left(R+D^{\top} \Pi D\right)^{\dagger}\left(R+D^{\top} \Pi D\right)\right) \gamma,
\end{aligned}
$$

for some $\Gamma(\cdot) \in C\left(\left[t, T ; \mathbb{R}^{m \times n}\right)\right.$ and $\gamma(\cdot) \in L_{\mathbb{F}}^{2}\left(t, T ; \mathbb{R}^{m}\right)$.
Comparing Theorem 4.11 with Theorem 4.13, one may wonder the closed-loop representation of open-loop saddle points coincides with the outcome of closed-loop saddle point when both exist. The answer to this question is affirmative, as shown by the following theorem.

Theorem 4.14 ([3]). Suppose that Assumption 2 and (4.26) hold. Let $t \in[0, T)$ be given. Assume that both closed-loop representations of open-loop saddle points and closed-loop saddle points exist on $[t, T]$. Then the following hold:
(i) Any closed-loop representation of open-loop saddle points must be the outcome of a closed-loop saddle point.
(ii) Conversely, for each closed-loop saddle point, the corresponding outcome must be a closed-loop representation of open-loop saddle points.

Proof. The second assertion easily follows from Theorems 4.11 and 4.13. In order to prove the first assertion, it is sufficient to show that the solution $\Pi(\cdot)$ to Riccati equation (4.40) with constraints (4.37)-(4.38) coincides with the solution $P(\cdot)$ to Riccati equation (4.28) with constraints 4.29-4.31). Let $\left(\eta_{\Pi}, \zeta_{\Pi}\right)$ be the adapted solution to BSDE (4.44), and define

$$
\begin{aligned}
& \hat{\Theta}:=\binom{\hat{\Theta}_{1}}{\hat{\Theta}_{2}}:=-\left(R+D^{\top} \Pi D\right)^{\dagger}\left(B^{\top} \Pi+D^{\top} \Pi C+S\right) \\
& \hat{v}:=\binom{\hat{v}_{1}}{\hat{v}_{2}}:=-\left(R+D^{\top} \Pi D\right)^{\dagger}\left(B^{\top} \eta_{\Pi}+D^{\top} \zeta_{\Pi}+D^{\top} \Pi \sigma+\rho\right) .
\end{aligned}
$$

Let $t^{\prime} \in[t, T)$ be given. By the same arguments as in the proof of Corollary 2.3, we can show that the convexity-concavity condition holds for $t^{\prime}$. Then by Theorem 4.13, we see that

$$
\hat{u}_{i}(\cdot):=\hat{\Theta}_{i}(\cdot) \hat{\mathcal{X}}(\cdot)+\hat{v}_{i}(\cdot) \in \mathcal{U}_{i}\left[t^{\prime}, T\right], \quad i=1,2
$$

is a closed-loop representation of open-loop saddle points at $t^{\prime}$, where $\hat{\mathcal{X}}(\cdot)$ is the solution to the SDE

$$
\left\{\begin{array}{l}
d \hat{\mathcal{X}}=((A+B \hat{\Theta}) \hat{\mathcal{X}}+B \hat{v}+b) d s+((C+D \hat{\Theta}) \hat{\mathcal{X}}+D \hat{v}+\sigma) d W, s \in\left[t^{\prime}, T\right] \\
\hat{\mathcal{X}}\left(t^{\prime}\right)=x
\end{array}\right.
$$

with arbitrary $x \in \mathbb{R}^{n}$. Furthermore, one can easily verify that $\Pi(\cdot)$ satisfies

$$
\left\{\begin{aligned}
& \dot{\Pi}+\Pi(A+B \hat{\Theta})+(A+\hat{\Theta})^{\top} \Pi+(C+D \hat{\Theta})^{\top} \Pi(C+D \hat{\Theta}) \\
& \quad+Q+\hat{\Theta}^{\top} S+S^{\top} \hat{\Theta}+\hat{\Theta}^{\top} R \hat{\Theta}=0, \text { a.e. } s \in\left[t^{\prime}, T\right] \\
& \Pi(T)=G,
\end{aligned}\right.
$$

and that $\left(\eta_{\Pi}(\cdot), \zeta_{\Pi}(\cdot)\right)$ satisfies

$$
\left\{\begin{array}{l}
d \eta_{\Pi}=-\left\{(A+B \hat{\Theta})^{\top} \eta_{\Pi}+(C+D \hat{\Theta})^{\top} \zeta_{\Pi}+\left(\Pi B+(C+D \hat{\Theta})^{\top} \Pi D+(S+R \hat{\Theta})^{\top}\right) \hat{v}\right. \\
\left.\quad+(C+D \hat{\Theta})^{\top} \Pi \sigma+\Pi b+q+\hat{\Theta}^{\top} \rho\right\} d s+\zeta_{\Pi} d W, s \in\left[t^{\prime}, T\right] \\
\eta_{\Pi}(T)=g
\end{array}\right.
$$

Furthermore, we have

$$
\begin{aligned}
& B^{\top} \Pi+D^{\top} \Pi(C+D \hat{\Theta})+S+R \hat{\Theta}=0 \text { a.e. } s \in[t, T] \\
& \left(R+D^{\top} \Pi D\right) \hat{v}+B^{\top} \eta+D^{\top} \zeta+D^{\top} \Pi \sigma+\rho=0 \text { a.e. } s \in[t, T] \text { a.s. }
\end{aligned}
$$

Thus, applying Proposition 3.1 to the appropriate coefficients, we have

$$
\begin{align*}
& J\left(t, x ; \hat{u}_{1}(\cdot) ; \hat{u}_{2}(\cdot)\right) \\
& =\mathbb{E}[\langle G \hat{\mathcal{X}}(T), \hat{\mathcal{X}}(T)\rangle+2\langle g, \hat{\mathcal{X}}(T)\rangle \\
& \left.\quad+\int_{t^{\prime}}^{T}\left\{\left\langle\left(\begin{array}{cc}
Q & S^{\top} \\
S & R
\end{array}\right)\binom{\hat{\mathcal{X}}}{\hat{\Theta} \hat{\mathcal{X}}+\hat{v}},\binom{\hat{\mathcal{X}}}{\hat{\Theta} \hat{\mathcal{X}}+\hat{v}}\right\rangle+2\left\langle\binom{ q}{\rho},\binom{\hat{\mathcal{X}}}{\hat{\Theta} \hat{\mathcal{X}}+\hat{v}}\right\rangle\right\} d s\right] \\
& =\mathbb{E}\left[\left\langle\Pi\left(t^{\prime}\right) x, x\right\rangle+2\left\langle\eta_{\Pi}\left(t^{\prime}\right), x\right\rangle\right. \\
& \quad+\int_{t^{\prime}}^{T}\left\{\langle\Pi \sigma, \sigma\rangle+2\left\langle\eta_{\Pi}, b\right\rangle+2\left\langle\zeta_{\Pi}, \sigma\right\rangle+\left\langle\left(R+D^{\top} \Pi D\right) \hat{v}, \hat{v}\right\rangle\right. \\
& \left.\left.\quad+2\left\langle B^{\top} \eta_{\Pi}+D^{\top} \zeta_{\Pi}+D^{\top} \Pi \sigma+\rho, \hat{v}\right\rangle\right\} d s\right] \tag{4.45}
\end{align*}
$$

Similarly, for each closed-loop saddle point $\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right)$ on $\left[t^{\prime}, T\right]$, denoting the
outcome at $x \in \mathbb{R}^{n}$ by $\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right)$, we have

$$
\begin{align*}
J\left(t, x ; u_{1}^{*}(\cdot) ; u_{2}^{*}(\cdot)\right)=\mathbb{E}\left[\left\langle P\left(t^{\prime}\right) x, x\right\rangle\right. & +2\left\langle\eta_{P}\left(t^{\prime}\right), x\right\rangle \\
& +\int_{t^{\prime}}^{T}\left\{\langle P \sigma, \sigma\rangle+2\left\langle\eta_{P}, b\right\rangle+2\left\langle\zeta_{P}, \sigma\right\rangle+\left\langle\left(R+D^{\top} P D\right) v^{*}, v^{*}\right\rangle\right. \\
& \left.\left.\quad+2\left\langle B^{\top} \eta_{P}+D^{\top} \zeta_{P}+D^{\top} P \sigma+\rho, v^{*}\right\rangle\right\} d s\right] \tag{4.46}
\end{align*}
$$

where $\left(\eta_{P}(\cdot), \zeta_{P}(\cdot)\right)$ is the adapted solution to BSDE 4.32). Since both $\left(\hat{u}_{1}(\cdot), \hat{u}_{2}(\cdot)\right)$ and $\left(u_{1}^{*}(\cdot), u_{2}^{*}(\cdot)\right)$ are open-loop saddle points of Problem (SDG) for $(t, x)$ (the latter follows from the assertion (ii)), we have

$$
\begin{aligned}
J\left(t, x ; \hat{u}_{1}(\cdot) ; \hat{u}_{2}(\cdot)\right) & \leq J\left(t, x ; u_{1}^{*}(\cdot) ; \hat{u}_{2}(\cdot)\right) \leq J\left(t, x ; u_{1}^{*}(\cdot) ; u_{2}^{*}(\cdot)\right) \\
& \leq J\left(t, x ; \hat{u}_{1}(\cdot) ; u_{2}^{*}(\cdot)\right) \leq J\left(t, x ; \hat{u}_{1}(\cdot) ; \hat{u}_{2}(\cdot)\right),
\end{aligned}
$$

which shows that

$$
J\left(t, x ; \hat{u}_{1}(\cdot) ; \hat{u}_{2}(\cdot)\right)=J\left(t, x ; u_{1}^{*}(\cdot) ; u_{2}^{*}(\cdot)\right)
$$

Since $x \in \mathbb{R}^{n}$ is arbitrary, we conclude from 4.45 and 4.46) that $\Pi\left(t^{\prime}\right)=P\left(t^{\prime}\right)$.

### 4.5 Examples

In the case of Problem (SLQ), Corollary 1.7 shows that the existence of a closed-loop optimal strategy implies the existence of an open-loop optimal control. Concerning (zero-sum) stochastic differential games, the situation completely changes. We present the following example, which shows that the existence of a closed-loop saddle point does not imply the existence of an open-loop saddle point.

Example $4.15([2])$. Let $m_{1}=m_{2}=n=1$. For each $(t, x) \in[0,1) \times \mathbb{R}$, consider a zero-sum stochastic differential game with the one-dimensional controlled SDE

$$
\left\{\begin{array}{l}
d X(s)=\left(u_{1}(s)-u_{2}(s)\right) d s+\left(u_{1}(s)-u_{2}(s)\right) d W(s), s \in[t, 1] \\
X(t)=x
\end{array}\right.
$$

and the performance functional

$$
J\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)=\mathbb{E}\left[X(1)^{2}+\int_{t}^{1}\left(u_{1}(s)^{2}-u_{2}(s)^{2}\right) d s\right]
$$

The corresponding Riccati equation (4.28) reads

$$
\left\{\begin{array}{l}
\dot{P}-(P,-P)\left(\begin{array}{cc}
1+P & -P \\
-P & -1+P
\end{array}\right)^{\dagger}\binom{P}{-P}=0, \text { a.e. } s \in[t, 1] \\
P(T)=1
\end{array}\right.
$$

We can check that $P(s) \equiv 1$ is the unique solution. Since $R+D^{\top} P D=\left(\begin{array}{cc}2 & -1 \\ -1 & 0\end{array}\right)$ is nonsingular, the range inclusion condition (4.30) automatically holds. Also,

$$
\begin{aligned}
& R_{11}+D_{1}^{\top} P D_{1}=2>0, R_{22}+D_{2}^{\top} P D_{2}=0 \\
& \left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} P+D^{\top} P C+S\right)=\left(\begin{array}{cc}
2 & -1 \\
-1 & 0
\end{array}\right)^{-1}\binom{1}{-1}=\binom{1}{1} \in L^{2}\left(t, T ; \mathbb{R}^{2 \times 1}\right)
\end{aligned}
$$

Hence, by Theorem 4.12, the game admits a unique saddle point $\left(\Theta_{1}^{*}(\cdot), v_{1}^{*}(\cdot) ; \Theta_{2}^{*}(\cdot), v_{2}^{*}(\cdot)\right)$ given by the following:

$$
\binom{\Theta_{1}^{*}}{\Theta_{2}^{*}}=-\left(R+D^{\top} P D\right)^{\dagger}\left(B^{\top} P+D^{\top} P C+S\right)=-\binom{1}{1},\binom{v_{1}^{*}}{v_{2}^{*}}=\binom{0}{0}
$$

On the other hand, for the initial state $x=0$ and the control pair $\left(u_{1}(\cdot), u_{2}(\cdot)\right)=(0,-1)$, the corresponding state process is given by

$$
X(s)=s-t+W(s)-W(t), s \in[t, 1] .
$$

Hence,

$$
J^{0}(t, 0 ; 0,-1)=\mathbb{E}\left[(1-t+W(1)-W(t))^{2}+\int_{t}^{1}(-1) d s\right]=(1-t)^{2}>0
$$

Thus, the convexity-concavity condition (i) in Theorem 4.10 fails. So the open-loop saddle point does not exist.

The following example shows that the existence of an open-loop saddle point does not necessarily imply the existence of a closed-loop saddle point.

Example 4.16 ([2]). Let $m_{1}=m_{2}=1$ and $n=2$. For each $(t, x) \in[0, T) \times \mathbb{R}^{n}$ with $x=\left(x_{1}, x_{2}\right)^{\top}$, consider a zero-sum stochastic differential game with the two-dimensional controlled SDE

$$
\left\{\begin{array}{l}
d\binom{X_{1}(s)}{X_{2}(s)}=\binom{u_{1}(s)}{u_{2}(s)} d s, s \in[t, T] \\
\binom{X_{1}(t)}{X_{2}(t)}=\binom{x_{1}}{x_{2}},
\end{array}\right.
$$

with the performance functional

$$
J\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)=\mathbb{E}\left[X_{1}(T)^{2}-X_{2}(T)^{2}\right]
$$

For any $\lambda_{i} \geq \frac{1}{T-t} ; i=1,2$, define

$$
u_{i}^{\lambda_{i}}(s)=-\lambda_{i} x_{i} \mathbb{1}_{\left[t, t+\frac{1}{\lambda_{i}}\right]}(s), s \in[t, T], i=1,2
$$

Then, for any control pair $\left(u_{1}(\cdot), u_{2}(\cdot)\right)$, we have

$$
J\left(t, x ; u_{1}^{\lambda_{1}}(\cdot) ; u_{2}(\cdot)\right) \leq J\left(t, x ; u_{1}^{\lambda_{1}}(\cdot) ; u_{2}^{\lambda_{2}}(\cdot)\right)=0 \leq J\left(t, x ; u_{1}(\cdot) ; u_{2}^{\lambda_{2}}(\cdot)\right) .
$$

Thus, $\left(u_{1}^{\lambda_{1}}(\cdot), u_{2}^{\lambda_{2}}(\cdot)\right)$ is an open-loop saddle point for $(t, x)$.
In the current case,

$$
A=C=D=Q=R=S=0, B=I_{2}, G=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right),
$$

and all the inhomogeneous terms vanish. Hence, the Riccati equation 4.28) reads

$$
\left\{\begin{array}{l}
\dot{P}(s)=0, \text { a.e. } s \in[t, T], \\
P(T)=G,
\end{array}\right.
$$

whose solution is $P(s) \equiv G \neq 0$. Then the range inclusion condition 4.30) cannot be true. By Theorem 4.12, we see that there is no closed-loop saddle point for this game.

In the case of zero-sum stochastic differential games, Theorem 4.14 shows that the closedloop representation of open-loop saddle points must be the outcome of a closed-loop saddle point, as long as both of them exist. The following example shows that this is not the case in general for non-zero-sum stochastic differential games.

Example 4.17 ([3]). Let $m_{1}=m_{2}=n=1$. For each $(t, x) \in[0, T) \times \mathbb{R}$, consider a (non-zero-sum) stochastic differential game with the controlled SDE

$$
\left\{\begin{array}{l}
d X(s)=\left(u_{1}(s)+u_{2}(s)\right) d s+X(s) d W(s), s \in[t, T] \\
X(t)=x
\end{array}\right.
$$

and the cost functionals

$$
\begin{aligned}
& J^{1}\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)=\mathbb{E}\left[X(T)^{2}+\int_{t}^{T} u_{1}(s)^{2} d s\right], \\
& J^{2}\left(t, x ; u_{1}(\cdot) ; u_{2}(\cdot)\right)=\mathbb{E}\left[X(T)^{2}+\int_{t}^{T} u_{2}(s)^{2} d s\right] .
\end{aligned}
$$

For this case, we have

$$
\left\{\begin{array}{l}
A=0, B_{1}=B_{2}=1, C=1, D_{1}=D_{2}=0 \\
Q^{1}=Q^{2}=0, R^{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), R^{2}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), S^{1}=S^{2}=\binom{0}{0}, G^{1}=G^{2}=1, \\
q^{1}=q^{2}=0, \rho^{1}=\rho^{2}=\binom{0}{0}, g^{1}=g^{2}=0
\end{array}\right.
$$

Clearly, the convexity condition (i) in Theorem 4.8 holds for $i=1,2$. In this example, (4.22)-(4.23) can be written as follows:

$$
\begin{aligned}
& \left\{\begin{array}{l}
\dot{\Pi}_{1}(s)+\Pi_{1}(s)+\Pi_{1}(s)\left(\hat{\Theta}_{1}(s)+\hat{\Theta}_{2}(s)\right)=0, \text { a.e. } s \in[t, T] \\
\Pi_{1}(T)=1,
\end{array}\right. \\
& \left\{\begin{array}{l}
\dot{\Pi}_{2}(s)+\Pi_{2}(s)+\Pi_{2}(s)\left(\hat{\Theta}_{1}(s)+\hat{\Theta}_{2}(s)\right)=0, \text { a.e. } s \in[t, T] \\
\Pi_{2}(T)=1,
\end{array}\right.
\end{aligned}
$$

and

$$
\binom{\hat{\Theta}_{1}}{\hat{\Theta}_{2}}+\binom{\Pi_{1}}{\Pi_{2}}=0
$$

It is easy to see that

$$
\Pi_{1}(s)=\Pi_{2}(s)=-\hat{\Theta}_{1}(s)=-\hat{\Theta}_{2}(s)=\frac{e^{T-s}}{2 e^{T-s}-1}
$$

are solutions to the above system. Note that in this case

$$
\eta_{1}(s)=\eta_{2}(s)=\zeta_{1}(s)=\zeta_{2}(s)=\hat{v}_{1}(s)=\hat{v}_{2}(s)=0
$$

satisfy the system (4.24)-4.25). Thus, by Theorem 4.8 the open-loop Nash equilibria of this Problem (SDG) on $[t, T]$ admit a closed-loop representation given by

$$
\begin{equation*}
u_{1}(s)=u_{2}(s)=-\frac{e^{T-s}}{2 e^{T-s}-1} X(s), s \in[t, T] \tag{4.47}
\end{equation*}
$$

Next, we verify that the game admits a closed-loop Nash equilibrium of form $\left(\Theta_{1}^{*}(\cdot), 0 ; \Theta_{2}^{*}(\cdot), 0\right)$. In light of Theorem4.6, we need to solve the following system for $P_{1}(\cdot)$ and $P_{2}(\cdot)$ :

$$
\begin{aligned}
& \left\{\begin{array}{l}
\dot{P}_{1}(s)+P_{1}(s)+\Theta_{1}^{*}(s)^{2}+2 P_{1}(s)\left(\Theta_{1}^{*}(s)+\Theta_{2}^{*}(s)\right)=0, \text { a.e. } s \in[t, T] \\
P_{1}(T)=1, \\
P_{1}(s)+\Theta_{1}^{*}(s)=0, \text { a.e. } s \in[t, T]
\end{array}\right. \\
& \left\{\begin{array}{l}
\dot{P}_{2}(s)+P_{2}(s)+\Theta_{2}^{*}(s)^{2}+2 P_{2}(s)\left(\Theta_{1}^{*}(s)+\Theta_{2}^{*}(s)\right)=0, \text { a.e. } s \in[t, T] \\
P_{2}(T)=1, \\
P_{2}(s)+\Theta_{2}^{*}(s)=0, \text { a.e. } s \in[t, T]
\end{array}\right.
\end{aligned}
$$

We can rewrite the above system as follows:

$$
\begin{aligned}
& \left\{\begin{array}{l}
\dot{P}_{1}(s)=P_{1}(s)^{2}+2 P_{1}(s) P_{2}(s)-P_{1}(s), \text { a.e. } s \in[t, T], \\
P_{1}(T)=1,
\end{array}\right. \\
& \left\{\begin{array}{l}
\dot{P}_{2}(s)=P_{2}(s)^{2}+2 P_{2}(s) P_{1}(s)-P_{2}(s), \text { a.e. } s \in[t, T], \\
P_{2}(T)=1
\end{array}\right.
\end{aligned}
$$

Now it is easily seen that

$$
P_{1}(s)=P_{2}(s)=\frac{e^{T-s}}{3 e^{T-s}-2}, s \in[t, T]
$$

Hence,

$$
\begin{equation*}
\Theta_{1}^{*}(s)=\Theta_{2}^{*}(s)=-P_{1}(s)=-\frac{e^{T-s}}{3 e^{T-s}-2}, s \in[t, T] \tag{4.48}
\end{equation*}
$$

Comparing (4.47) with 4.48), we see that the closed-loop representation of open-loop Nash equilibria is different from the outcome of closed-loop Nash equilibria.
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