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ABSTRACT: Many methods have been proposed to determine the number of relivant
components in principal component analysis (see, e.g. Jolliffe (1988), Ferré (1995)).
The methods will depend on the aims of statistical analysis and the models considered.
In this paper we consider two types of models. LetS be the sample covariance matrix
based on a random sample ofN = n+ 1 from a p-dimensional population with mean
vectorµ and covariance matrixΣ. The first one is to select an appropriate model from
the set of modelsMk : λk+1 = · · · = λp,(k = 0,1, . . . , p− 1), whereλ1 ≥ ·· · ≥ λp are
the characteristic roots ofΣ. We give a selection criterion by applying Akaike’s idea
(Akaike (1973)) for a closeness measureD(S,Σ) = −nlog|Σ−1S|+ ntrΣ−1(S− Σ) be-
tweenS and Σ. Its bootstrap version is also given. Next we reexamine another class
of models. LetY = (yi j ) be theN× p observation matrix. Consider a class of models
Y = 1Nµ ′+∑k

j=1

√
λ jβ jγ ′j +ε,(k= 0,1, . . . , p−1), whereγ j ’s are parameter vectors sat-

isfying γ ′iγ j = δi j , and the elements of the error matrixε are independently distributed as
N(0,σ2). Theβ j ’s are parameter vectors satisfyingβ ′

iβ j = δi j or random vectors whether
its model is fixed or random. After reviewing some works, we propose a model selection
criterion when the random effectsβ j ’s are given. The criteria in a high-dimensional situ-
ation are also examined through a simulation study, etc.
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