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Parametric statistical model

Consider a parametric statistical model (Xn,B(Xn), {Pn
θ, θ ∈ Θ}) :

A probability space (Ω,F , P),

A parameter space Θ : a closed rectangle of Rk , for some integer k ≥ 1,

Random vector

X n = (X1,X2, . . . ,Xn) : Ω×Θ→ Xn ⊂ Rn

(ω, θ) 7→ X n(ω, θ),

B(Xn) : Borel σ-algebra of observable events,

Pn
θ : probability measure on (Xn,B(Xn)) induced by X n under θ.

Suppose that X n has a density pn(x ; θ), x ∈ Rn for all θ ∈ Θ.

An estimator T : Xn → Θ : x 7→ T (x).
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Motivation : LAMN and LAN property

Interest of parametric estimation based on continuous-time and
discrete-time observations of diffusion processes with jumps.

Our objectives : solve the problem of asymptotic efficiency of the
estimators.

More precisely, this problem is closely linked to the LAMN and LAN
property.

Efficiency of an unbiased estimator : its variance achieves the
Cramér-Rao lower bound in the Cramér-Rao’s inequality.
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Cramér-Rao’s inequality via Malliavin calculus

Consider a random vector X (n) = (X1, . . . ,Xn).

Theorem (Corcuera and Kohatsu-Higa’11)

Suppose that Xi ∈ D1,2 and there exists a stochastic process
u ∈Dom(δ) such that∫ T

0
DtXiu(t)dt = ∂θXi for all i = 1, . . . , n. (1)

Let T be an unbiased estimator of θ.

Under regularity hypothesis on the parametric statistical model :

Varθ(T (X (n))) ≥ 1
Varθ(Eθ[δ(u)|X (n)])

. (2)

Furthermore, if X (n) admits a density pn(x ; θ) then

Eθ(δ(u)|X (n) = x) = ∂θ log pn(x ; θ). (3)
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Same formula explained in other form

An IBP formula (in∞-dimensions) is for any f ∈ C∞b and any G ∈ L1(Ω) there
exists a L1(Ω) random variable H(F ,G) such that

E[f ′(F )G] = E[f (F )H(F ,G)]

These formulas have been found for various (∞-dimensional) stochastic
differential equations (with jumps, or even with correlation structure in the
driving noise).
Then if T : C[0, 1]→ R is a unbiased estimator of a parameter µ then

1 = ∂µE[T (X )] = E[< T ′(X ), ∂µX >]

= E[T (X )H(X , ∂µX )] ≤ V (T (X ))V (H(X , ∂µX )).

Therefore the Cramer-Rao bound will follow. Interestingly controlling,
estimating and approximating H(X , ∂µX ) is a matter that it is well studied in
this area. This as explained before is clearly related to the logarithmic
derivatives of the density.
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Definition : LAMN and LAN property

Let Θ be a closed rectangle of Rk , for some integer k ≥ 1.

1 Definition. The sequence of (Xn,B(Xn), {Pn
θ, θ ∈ Θ}) has the local

asymptotic mixed normality (LAMN) property at θ if there exist positive
definite k × k matrix ϕn(θ) satisfying that ϕn(θ)→ 0 as n→∞, and
k × k symmetric positive definite random matrix Γ(θ) : for any
u ∈ Rk , n→∞,

log
dPn

θ+ϕn(θ)u

dPn
θ

(X n)
L(Pθ)−→ uTΓ(θ)1/2N

(
0, Ik

)
− 1

2
uTΓ(θ)u, (4)

N (0, Ik ) : a centered Rk -valued Gaussian variable, independent of Γ(θ).
Γ(θ) : asymptotic Fisher information matrix.

2 When Γ(θ) is deterministic, we have the local asymptotic normality
(LAN) property at θ.
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Consequences of the LAMN property

Reduce to study the convergence in law under Pθ of log-likelihood ratio :

log
dPn

θ+ϕn(θ)u

dPn
θ

(X n) = log
pn(X n; θ + ϕn(θ)u)

pn(X n; θ)
.

Conditional convolution theorem : Suppose that the LAMN property
holds at θ. If (θ̃n)n≥1 is a regular sequence of estimators of θ : ∀u ∈ Rk ,

ϕn(θ)−1
(
θ̃n − (θ + ϕn(θ)u)

) L(Pθ+ϕn(θ)u)
−→
n→∞

V (θ),

for some Rk -valued r.v V (θ), then L (V (θ)|Γ(θ)) = N
(
0, Γ(θ)−1) ?GΓ(θ).

Therefore, (θ̃n)n≥1 is called asymptotically efficient if as n→∞,

ϕ−1
n (θ)

(
θ̃n − θ

)
L(Pθ)−→ Γ(θ)−1/2N (0, Ik ). (5)

Minimax theorem implies that Γ(θ)−1 gives the lower bound for the
asymptotic variance of estimators.
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Several references

1 Gobet’01 derives the LAMN property in the non-ergodic case :

X θ
t = X0 +

∫ t

0
b(θ, s,X θ

s )ds +

∫ t

0
σ(θ, s,X θ

s )dBs, t ∈ [0, 1]. (6)

2 Gobet’02 shows the LAN property in the ergodic case :

Xα,β
t = X0 +

∫ t

0
b(α,Xα,β

s )ds +

∫ t

0
σ(β,Xα,β

s )dBs, t ≥ 0. (7)

3 Delattre and al.’11 have established the LAMN property :

Xλ
t = X0 +

∫ t

0
b(s,Xλ

s )ds +

∫ t

0
a(s,Xλ

s )dBs +
∑

k :Tk≤t

c(Xλ
Tk−, λk ), (8)

for t ∈ [0, 1], where the jump times T1,T2, . . . ,TK are given.

For the proof of these results, they use tools of Malliavin calculus and upper
and lower Gaussian type estimates of the transition densities of the diffusion
processes. In the jump case, these estimates are not satisfied !
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The density estimates

One has the tendency to believe that “good” upper and lower estimates of the
density should essentially solve the problem.
We started computing some of these estimates and they do not work. In fact,
even in simpler one dimensional situations (Gaussian type jumps) the upper
density estimate is of the type

C√
t

exp

(
−c|y − x |

√
| ln |y − x |

t
|

)
.

The lower density estimates are of the type for x 6= y with a different estimate
over the diagonal.

Ce−λt exp

(
−c|y − x |

√
| ln(
|y − x |

t
)|

)

The last result shows that in general the estimate for large/small |y − x |
should be different. This is a first negative result !
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A linear model with jumps

Xt = x + θt + Bt + Nt − λt . (9)

B = (Bt , t ≥ 0) is a standard Brownian motion,

N = (Nt , t ≥ 0) is a Poisson process with intensity λ > 0.

(θ, λ) ∈ Θ× Λ ⊂ R× R∗+ are unknown parameters to be estimated.

High frequency observation X n = (Xt0 ,Xt1 , ...,Xtn ), where tk = k∆n :

Number of observations n→∞,
Distance between observations ∆n → 0,
Horizon n∆n →∞.

X n admits a density pn(x ; (θ, λ)).

p(θ,λ)(t , ·, ·) : transition density of Xt conditionally on X0 under (θ, λ).
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LAN property

Theorem
For all (θ, λ) ∈ Θ× Λ and (u, v) ∈ R2, as n→∞,

log
pn

(
X n;

(
θ + u√

n∆n
, λ+ v√

n∆n

))
pn(X n; (θ, λ))

L(P(θ,λ))
−→

(
u
v

)T

N (0, Γ(θ, λ))− 1
2

(
u
v

)T

Γ(θ, λ)

(
u
v

)
,

where N (0, Γ(θ, λ)) is a centered R2-valued Gaussian variable with
covariance matrix

Γ(θ, λ) =

(
1 −1
−1 1 + 1

λ

)
.

For simplicity let (θ0(n), λ0(n)) :=
(
θ + u√

n∆n
, λ+ v√

n∆n

)
.
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Sketch of the proof

Step 1. By Markov property,

log
pn (X n; (θ0(n), λ0(n)))

pn(X n; (θ, λ))

=
n−1∑
k=0

u√
n∆n

∫ 1

0

∂θp
(
θ0(n,`),λ

)
p
(
θ0(n,`),λ

) (∆n,Xtk ,Xtk+1 )d`

+
n−1∑
k=0

v√
n∆n

∫ 1

0

∂λp(θ0(n),λ0(n,`))

p(θ0(n),λ0(n,`))
(∆n,Xtk ,Xtk+1 )d`.

θ0(n, `) := θ0 + `u√
n∆n

, λ0(n, `) := λ+ `v√
n∆n

.
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Sketch of the proof (2)

Step 2. Use the integration by parts formula of the Malliavin calculus,

log
pn
(
X n; (θ0(n), λ0(n))

)
pn(X n; (θ, λ))

= u
Bn∆n√

n∆n
− v

Bn∆n√
n∆n

−
u2

2
−

v2

2
+ uv +

n−1∑
k=0

Rk,n

+

n−1∑
k=0

v
√

n∆n

∫ 1

0
M(θ0(n), λ0(n, `),Xtk .Xtk+1 )d`.

M(θ0(n), λ0(n, `),Xtk .Xtk+1 ) := E(θ0(n),λ0(n,`))
Xtk

[ Ñtk+1 − Ñtk

λ0(n, `)

∣∣∣X (θ0(n),λ0(n,`))
tk+1

= Xtk+1

]
.

Step 3. Finally, apply the central limit theorem for triangular arrays of
random variables to show the convergence in law.

In order to do this let us consider the main term which is the variance.
Note the term

√
n∆n

−2. In that case, the important residue term is

E(θ,λ)
Xtk

[(
M(θ0(n), λ0(n, `),Xtk .Xtk+1 )− E(θ,λ)

Xtk

[
M(θ0(n), λ0(n, `),Xtk .Xtk+1 )

])2
]
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In order to show that
∑n−1

k=0 Rk,n converges to zero in probability, we use
the decomposition method of jumps by considering the events Ji which
count the number of jumps that have occured in the interval [tk , tk+1] :

J0 = {Ntk+1 − Ntk = 0},
J1 = {Ntk+1 − Ntk = 1},
J2 = {Ntk+1 − Ntk ≥ 2}.

Therefore in the previous double expectation we have 9 different cases
to treat. That is, for i , j ∈ {0, 1, 2} consider

E(θ,λ)
Xtk

[
1Ji

(
M(θ0(n), λ0(n, `),Xtk .Xtk+1 )− E(θ,λ)

Xtk

[
1Jj M(θ0(n), λ0(n, `),Xtk .Xtk+1 )

])2
]

The most difficult case is j = 1, i = 1. The other cases are handled due
to different reasons ! This is why the argument in Gobet does not work
exactly the same way !
In the j = 1, i = 1 case one needs to use
E(θ,λ)

Xtk

[
1Jj

]
M(θ0(n), λ0(n, `),Xtk .Xtk+1 ) then use that 1Jj = 1J0 + 1J2 and

the “continuity” of M.
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A diffusion process with jumps

Consider a diffusion process with jumps X = (Xt )t≥0 satisfying

dXt = b(θ,Xt )dt + σ(Xt )dBt +

∫
R0

c(Xt−, z) (N(dt , dz)− ν(dz)dt) (10)

θ ∈ Θ ⊂ R determines the drift coefficient,

N(dt , dz) is a Poisson random measure with intensity measure ν(dz)dt ,

High frequency observation X n = (Xt0 ,Xt1 , ...,Xtn ), where tk = k∆n,

pn(·; θ) : density of X n under θ,

pθ(t , x , y) : transition density of Xt conditionally on X0 = x under θ.

Estimators for this setting have been proposed by Shimizu-Yoshida and
Ogiwara-Yoshida. These estimators will essentially be optimal.

The difficult part in the present analysis is the fact that proving
optimality requires careful study of residual terms that do not need to be
analyzed in the case of proving only asymptotic normality.
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Assumptions on the model

Regularity conditions on the coefficients and Lévy measure ν(dz).

The drift coefficient b(θ, x) is uniformly bounded on Θ× R.

The jumps are bounded. (In order to apply convergence arguments.
The general case will be treated in the near future).

Ergodicity : there exists a unique invariant probability measure πθ(dx) :

1
T

∫ T

0
g(θ,Xt )dt

Pθ−→
∫
R

g(θ, x)πθ(dx), (11)

as T →∞, for any πθ-integrable function g, uniformly in θ ∈ Θ.
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LAN property

Theorem

Under regularity and ergodicity conditions, for all θ ∈ Θ and u ∈ R, as n→∞,

log
pn(X n; θ0(n))

pn(X n; θ)

L(Pθ)−→ uN (0, Γ(θ))− u2

2
Γ (θ) ,

where Γ (θ) is given by

Γ (θ) =

∫
R

(
∂θb(θ, x)

σ(x)

)2

πθ(dx).
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Sketch of the proof

Step 1. Use tools of Malliavin calculus,

log
p(X n; θ0(n))

p(X n; θ)
=

n−1∑
k=0

ξk,n,

where

ξk,n :=
u√
n∆n

∫ 1

0

1
∆n

Eθ0(n,`)
Xtk

[
δ
(
∂θX

θ0(n,`)
tk+1

U
) ∣∣∣X θ0(n,`)

tk+1
= Xtk+1

]
d`.

Here, δ denotes Skorohod integral of the Brownian motion and

U(t) =
1

DtX
θ0(n,`)
tk+1

= σ−1
(

X θ0(n,`)
t

)
∂x X θ0(n,`)

t

(
∂x X θ0(n,`)

tk+1

)−1
.
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Sketch of the proof (2)

Step 2. Apply the central limit theorem for triangular arrays of random
variables,

n−1∑
k=0

Eθ [ξk,n|Ftk ]
Pθ−→ −u2

2
Γ (θ) ,

n−1∑
k=0

(
Eθ
[
ξ2

k,n|Ftk

]
− (Eθ [ξk,n|Ftk ])2

)
Pθ−→ u2Γ (θ) ,

n−1∑
k=0

Eθ
[
ξ4

k,n|Ftk

] Pθ−→ 0.

The more demanding proof is the last one. Taking into account two problems :
1. Recall that Eθ[Nk

t ] = O(t) for any k ≥ 1 and that usual asymptotic
expansions are not so easy to use. 2. The upper and lower bounds for
densities are important here as one needs to change measures from θ + u

n∆n
to θ. Therefore just conditioned integration by parts formulas will not suffice.
The general question is : In proving these type of LAN properties any upper
and lower bound are enough ?
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The general question is : In proving these type of LAN properties any upper
and lower bound are enough ? In Gobet (2001, 2002) essentially upper and
lower Gaussian type bounds are used.
In our case, upper and lower bounds are not the same. Still, by conditioning
on the number of jumps then within each class comparisons can be made
efficiently.
We find that the analysis has to be divided in cases. In the no-jump case and
when |Xtk − y | ≥ ∆

1/2−ε
n for ε > 0 small enough, the lower bound is

pθ0(n,`)(∆n,Xtk , y)2 ≥

(∫
R0

qθ0(n,`)
(1) (∆n,Xtk , y ; a)µ(da)e−λ∆nλ∆n

)2

For the opposite case |Xtk − y | ≤ ∆
1/2−ε
n one uses

pθ0(n,`)(∆n,Xtk , y)2 ≥ qθ0(n,`)(∆n,Xtk , y)e−λ∆n

∫
R0

qθ0(n,`)
(1) (∆n,Xtk , y ; a)µ(da)e−λ∆nλ∆n.

Here µ is the jump distribution, q is the Gaussian type density. On the other
hand given the structure of the problem once we know that there is one jump
specific Gaussian upper bounds can also be obtained.
In the one jump case wit |Xtk − y | ≤ ∆

1/2−ε
n , one has to use

pθ0(n,`)(∆n,Xtk , y) ≥ qθ0(n,`)(∆n,Xtk , y)e−λ∆n

Therefore this becomes like a stratification method.
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In short...

We apply the Girsanov’s theorem and the discrete-time ergodic theorem
to get that as n→∞,

1
n

n−1∑
k=0

(
∂θb(θ,Xtk )

σ(Xtk )

)2
Pθ−→
∫
R

(
∂θb(θ, x)

σ(x)

)2

πθ(dx).

We use the decomposition method of jumps and the estimates of the
transition densities of a diffusion process without jumps.
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Work in progress

1 A class of ergodic SDE with jumps with unbounded drift coefficient.
Requires a specific bound for densities of corresponding continuous
SDEs

2 The case of unbounded jumps requires a convergence argument. Some
conditions will naturally arise.

3 The case where θ determines the drift and jump coefficients :

dXt = b(θ,Xt )dt + σ(Xt )dBt +

∫
R0

c(θ,Xt−, z) (N(dt , dz)− νθ(dz)dt) .

4 The case when σ(β,Xt ) depends again on Gaussian estimates of
densities. But the measures are strongly singular between them
(therefore we have to stop thinking of Girsanov’s theorem). At the same
time, variances can be compared (therefore an analytic approach is
needed). Here again a stratification in needed. Not done yet.
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Thank you for your attention !
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